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The paper describes the technology of managing intelligent production with the use of Web services 

for managing distributed production processes. An analysis of the methods of implementing  

SOA technology in production and organization of the message exchange process was performed. 

The architecture of computer systems management using SOA technology and the principle  

of dynamic deployment of services is presented. 

As a technology for the implementation of web services, it is proposed to use a distributed  

method of processing requests and performing services using MVC technology and the Ruby  

on Rails framework. 

A structural diagram of the interaction of industrial equipment with the server and a generalized 

diagram of the organization of the web services server based on Ruby on Rails have been 

developed. The principle of communication between a server application and industrial equipment 

has been developed. The architecture of the automated production process management system 

using web-oriented services, taking into account the concept of Industry 4.0, was developed. 

 

Introduction 
 

The production process has become a collaborative activity over the years and 

is increasingly supported by computer systems. Thanks to joint activities, the 

production process has become a distributed process, where each phase of the process 

can be performed by different companies or individuals. This evolution became 

possible thanks to the development of information technologies that support the  

entire management process. 

Currently, the production process uses several independent systems that 

generate a group of heterogeneous data. Managing this complex set of data involves 

great interoperability challenges and little flexibility, as simply changing data 

between systems is a challenge in itself. 

Manufacturing can be understood as a set of relationships between product 

design, materials, production equipment and support systems, or, in short, as a set of 

relationships between products, processes and resources. These elements and their 

relationships at different levels lead to a complexity scenario, which can be seen  

in part as an association between understanding and managing a large body of 

information, which consists of three main elements: the amount of information,  

the variety of this information and its content, which is a measure of effort to  

achieve the desired result. One of the reasons for the complexity of production is  

the fact that data comes from different sources, generated by specific applications  
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for each phase of product development. This leads to the need for integration between 

heterogeneous databases, which can be defined along three orthogonal axes: 

heterogeneity due to possible different interpretations; autonomy, thanks to the ability 

of each program to generate and manipulate data; and distribution, thanks to the 

location of the database components. Heterogeneous data can be managed in a variety 

of ways with varying degrees of distribution, flexibility, and integration. 

Thus, the use of web services in production becomes more attractive because  

a large number of integration technologies are already used. First, Web service 

standards are already built into most software development tools. Second,  

Web services simplify engineering decisions because production applications tend  

to be simpler than business applications. 

The relevance of research is the need to improve production systems and 

increase the efficiency of the functioning of industrial facilities in order to achieve 

high final results of activities based on the rational use of production resources.  

 

Service-oriented approach in production management 
 

A service-oriented approach in production management allows for the 

distribution of data in isolated applications, but the construction of a central model 

must be performed through weak links. Thus, the characteristic of autonomy of data 

management for each application is preserved, and the central model remains 

harmonious [1]. This intermediate solution not only preserves the independence  

of each program, but also forces each part to cooperate with the whole according  

to its specific capabilities. This approach allows you to insert the data of the  

legacy system into the central model only by creating a data adjustment interface, 

without the need to modify the model as a whole. 

Thanks to these characteristics, this model represents the greatest flexibility 

without losing its characteristics of integration and distribution. The implementation 

of this model involves a separation layer that can request information from  

distributed databases, creating an interface between the partial models and the central 

model. A distributed data model is a solution to the integration of partial models  

that exist in manufacturing activities, as it meets both the requirements of distribution 

and integration while maintaining a high level of flexibility. 

 

Analysis of methods of implementing SOA technology in production 
 

The number and complexity of information systems used in companies is 

growing, business requirements for them are also growing, and modernizing 
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computer-integrated systems (CIS) is becoming more and more difficult and 

expensive. A contradiction arises: frequent changes in business processes  

require IT specialists to implement them as quickly as possible, but from the point  

of view of economic efficiency, the cost of owning a CIS must be minimized. 

Thus, for process-oriented management, a tool is needed, with the help of 

which it would be possible not only to effectively manage processes, but also to 

ensure the adaptability of CIS to changes in processes with minimal costs and in  

the shortest possible time. After all, one-time solutions and «patches» lead to the 

«hardening» of the IT solution – and, therefore, the business processes of the 

company, which negatively affects the overall efficiency of the business [2]. 

Service-oriented architecture (SOA) solves the task of increasing the flexibility 

of CIS, reducing the cost of software development, increasing the speed of response 

to changing business requirements, and also ensuring the necessary level of 

integration between information systems. 

Figure 1 shows the control architecture of the CIS using SOA technology [3, 4]. 

With this approach, a general idea of the enterprise’s IT architecture is created 

on the basis of top-level process models, which first of all implies the definition of 

the main types of IS that will be used. Further description of processes, at lower 

levels of detail, will allow to determine the main models or groups of services  

that will be needed to support business processes. The description of processes  

at the workplace level will determine the necessary functionality for services  

(the so-called «mapping») between business process functions and IT system 

services, and in the absence of the necessary service, it is necessary to formulate 

requirements for its development and create it. 

The process organization depicted in Figure 1 implies the composition of  

web services to enable the execution of a complex process. This composition can be 

supported by BPEL. Figure 1 defines a service management architecture that has 

three main elements: a manager, service-oriented middleware, and a decision 

execution system (DSS). The manager is the main element that allows the discovery 

and definition of services for use by the system. In addition, it ensures the approval  

of service compositions. The role of the manager is to check, if the implementation of 

this program is possible, then the list of available services is determined.  

The manager deploys the management mechanism to the middleware service level. 

One of the main principles of activity improvement is the reuse of previously 

obtained results, including software code. At one time, the repeated use of once 

developed functions and procedures (structural programming) was widely used. 
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Fig. 1. CIS management architecture using SOA technology 

 

SOA offers the principles of a process-oriented approach to building  

IT solutions. The developer of the IT solution formalizes the business process  

and connects to it typical services from the library, after which the resulting solution 

is transferred for execution. This approach minimizes code development. If it is 

necessary to make changes to the process, it is enough to change its logic without 

affecting the functionality of the services, which significantly speeds up the 

implementation of changes. 

 

Mathematical modeling of the decentralized system 
 

We assume that the system functions under normal conditions, therefore,  

the independence of individual failures can be assumed. In the proposed model,  

the subsystem is non-renewable. 
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A decentralized computing system will be understood as a set of hardware  

and software tools that implement the following basic functions: data processing, 

storage, transmission, and protection [5]. 

The following types of security system failures can be distinguished: hidden 

and false. In the event of a hidden failure of the security system, it does not respond 

to the failure of other subsystems, in the event of an erroneous operation, the security 

system involuntarily produces protective functions during the normal operation  

of the data storage system, data processing system, data transmission system  

and causes the system to stop. 

The main indicator of reliability will be the probability of data loss over  

a certain time interval. Data loss means real destruction, data leakage, or the 

impossibility of accessing them for a sufficiently long period of time. 

Figure 2 shows a graphic model of the functioning of RSK nodes, which 

reflects the failure of its subsystems and the further development of the situation. 
 

 
 

Fig. 2. Graphical model of functioning of the decentralized computing system 

 

Solid lines indicate element transitions, dashed lines indicate the development 

of element failure situations. The numerical symbols in the figure mean the following: 

1. Normal operation of the data processing system. 

2. Data processing system failure. 

3. Normal operation of the client’s data transmission system. 
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4. Failure of the client’s data transmission system. 

5. Normal operation of the client’s security system. 

6. False failure of the client’s security system. 

7. Hidden failure of the client’s security system. 

8. Normal operation of the node of the data transmission system. 

9. Failure of the node of the data transmission system to which the client  

is connected. 

10. Normal operation of the security system node port to which the client  

is connected. 

11. False failure of the node of the security system to which the client  

is connected. 

12. Hidden failure of the node of the security system to which the client  

is connected. 

13. Normal operation of the node of the data processing system. 

14. Failure of a data transmission system node. 

15. Normal operation of the security system node. 

16. False failure of the security system node. 

17. Hidden failure of the security system node. 

18. Normal operation of the data storage system. 

19. Failure of the data storage system. 

20. Normal operation of the node of the data transmission system. 

21. Failure of a data transmission system node. 

22. Normal operation of the security system node. 

23. False failure of the security system node. 

24. Hidden failure of the security system node. 

25. Decentralized computer system crash status. 

26. The state of reduced efficiency of the decentralized computing system. 

27. Decentralized computer system stop state. 

In case of failure of the data processing system or data transmission system  

on the client or the failure of a node of the data transmission system to which  

the client is connected, with the normal operation of the corresponding security 

system, the client or node goes into a stop state, and the system itself goes into  

a state of reduced efficiency (as in the case of a false failure of a client security 

system or a node In the event of a storage system or data communication  

system failure with the corresponding client security system operating normally,  

the decentralized computing system enters a halt state, as well as in the event  

of a false failure of the security system node to which it is connected, and also in the 

event of the shutdown of all clients or the nodes to which the clients are connected.  
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If any of the subsystems fail in case of a hidden failure of the security system,  

the system goes into an emergency state. 

We will consider the behavior of the system on the interval  0,  t . Let’s enter 

the necessary notation: 

1. Let   – be the failure response of a data processing system with 

distribution    f t P t  . 

2.   – failure recovery of a distributed data storage system    .f t P t   

3. 1 2 3, ,   – working time for failure of the client, nodes and nodes  

of the security system, respectively, having a distribution    
1 1 , F t P t 

   
2 2 , F t P t     

3 3F t P t  . 

4. Let us denote as 1 2 3,  , p p p  – the run-up to a hidden failure, and as –  

the run-up to 1 2 3,  ,    a false failure of the client, nodes and nodes of the security  

system with the corresponding distributions: 

   1 1 ,pF t P p t   

   2 2 ,pF t P p t   

   3 3 ,pF t P p t   

   1 1 ,F t P t    

   2 2 ,F t P t    

   3 3 .F t P t    

Reliability indicators mean the probabilities of the system transitioning into  

a state of stoppage and breakdown, as well as the intensity of these transitions.  

A shutdown of a distributed computing system will occur if all clients of the node  

to which the clients, security nodes, or port of the data processing node are  

connected enter the shutdown state. 

The probability that a stop will occur in the interval  0,  t  can be written  

in the following form: 

        0 1 2 31 ,зк зк зкP t M P t P t P t                               (1) 

where 1зкP  – the probability of stopping all customers at time t, 

2зкP  – the probability of stopping all nodes to which clients are connected  

at time t , 

1зкP  – the probability of stopping the decentralized SS at time t . 
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Auxiliary variables should be entered. Let i – be the time until the i -th client 

stops, where 1  , .i N  Then the probability that all customers will stop in the interval 

 0,  t  is determined as follows: 

   1 1V
N

зк iP t P t  ,                                        (2) 

where  1 21 ma , , ,xV N
N

ii t        . 

Using the properties of indicators and mathematical expectation, we get: 

 

    

1
1

1 1

1 1

V

1 ,

N
i iii

N N

зк t tt
i i

N N
i iзкi i

P t MI M I MI

P t P t
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


 

 

 

   

   

 

 

                                    (3) 

where  iзкP t  – the probability that the i -th client will not stop at time t ; 

i t   – indicator function  1   & 0    .
i ii iI t at t I at t        

The probability that the i -th client at time t   will not go into the stop state: 

   
 

1 1 1 11 1

1 1

, 

min , .

i i i i i iiзк p i i i p i

i i i i

P t P I I t   



 











       

 
            (4) 

 

Development of a Web server structure  

for messaging in a distributed production management system 
 

Taking into account the analysis of technologies for creating web-oriented 

services, it is possible to create a server structure to implement the given task. 

The client communicates with the server via the HTTP protocol. The basis  

of this protocol is a request from the client to the server and a response from  

the server to the client. For requests, generally GET methods are used if we want  

to get data and POST if we want to publish, if we want to change data. The request  

is also specified in the request, the request body (if it is a request) and a lot of 

additional technical information [5, 6, 7]. 

Figure 3 shows a generalized scheme of the web services server based  

on Ruby on Rails. 

When a request arrives at the server, it does not immediately enter the ROR. 

First, it is handled by the Nginx web server. If a static file (such as a file or image)  

is requested, Nginx itself sends it back to the client. If the request is not static,  

then Nginx should continue (pass) to the ROR. 
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Fig. 3. Generalized scheme of the web service  

server organization based on Ruby on Rails 

 

After the ROR has processed the request, it returns a response to the client in 

the form of HTML or a dataset and response code. If everything is fine, the response 

code is 200, if the page is not found, it is 404, and if an error occurred and the server 

could not process the request, then it is 500. 

Figure 4 shows the structural diagram of the interaction of industrial equipment 

with the server. 

In the diagram (Figure 4), industrial equipment (robot), CNC machine  

tool, executive device are clients of web services serving the industrial site [8].  

In relation to the server, they are equal, that is, the server responds to their  

requests in the same way. All client devices send requests containing certain  

data to the server and receive responses with generated data that match the request. 
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Fig. 4. Structural diagram of interaction of industrial equipment with the server 

 

The main components that make up the server are shown in the diagram  

in Figure 5. 

 

Fig. 5. The main components that make up the server 
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A web services server is a dedicated computer on which special software  

with support for the HTTP protocol is installed, with the help of which it  

exchanges information with its clients. 

In addition, the server must have a database, task scheduler and server scripts. 

 

Development of server software architecture 
 

The concept of IoT, in relation to industrial automation, found its expression  

in the concept of Industry 4.0 [9]. «Smart factories» are characterized by the  

presence of cyber-physical systems: embedding computing elements (together with 

software and network capabilities) into physical control objects. 

Taking into account this concept, the informational interaction of various types 

of devices and installations is an integral condition for the functioning of almost  

any production. This technology is called machine-to-machine interaction (M2M)  

and closely overlaps with IoT. In essence, IoT is a key component of the  

emerging Industry 4.0 concept, which involves the exchange of data between  

all actors involved in the production chain: 

– specialists of the enterprise; 

– executive components; 

– ERP systems; 

– robots; 

– products and other systems and installations. 

Let’s consider the components of the production area: 

– an intelligent vehicle; 

– intelligent machine; 

– data transfer environment; 

– cloud data storage. 

An intelligent vehicle has the following capabilities: 

– always maintains a connection with the cloud; 

– downloads the manufacturing technology of one or another part from  

the cloud; 

– determines the trajectory of movement to the required equipment; 

– checks the availability of the equipment for the next technological operation; 

– moves parts between equipment; 

– moves parts to temporary storage. 

The intelligent machine has the following capabilities: 

– a set of sensors determines the state of the main components of the equipment; 

– the data transfer tool transmits information about the current state of the 

equipment and the stage of manufacturing the part to the cloud; 
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– the internal controller controls the mechanisms of the device and takes 

readings from the sensors; 

– processes the received part according to the given technology; 

– informs about the completion of the processing of the part. 

Taking into account the above, the architecture of the automated production 

process management system using web-oriented services was built (Figure 6) [10, 11]. 
 

 

Fig. 6. Architecture of an automated production  

process management system using web-based services 

 

The data transmission environment is built using wireless technology  

to implement the principle of mobility and scalability [12]. A simplified  

network protocol working on top of TCP/IP is used as a data exchange protocol  

for the exchange of messages between devices according to the publisher- 

subscriber principle. 

Based on the above, we formulate the characteristics of the behavior  

of the production site, which is built according to the requirements of the  

Industry 4.0 concept: 

– flexible reconfiguration of the technological process; 

– easy scalability (depending on the current production load, equipment can be 

quickly added or removed. Each new equipment informs itself of the necessary 

parameters and capabilities through inter-machine communication. Depending  
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on the received information, the behavior of the entire site changes, and intelligent 

transport changes the route of the delivery of blanks and transportation of  

semi-finished products , as well as products); 

– interaction between production equipment and intelligent transport is  

carried out using wireless data exchange protocols; 

– storage of information about equipment loading, properties of each  

machine, its throughput, the general state of the technological process of 

manufacturing parts and the current state of each individual part is stored in  

a public cloud on a dedicated server; 

– it is possible to simultaneously manufacture several parts using different 

technological processes (provided the equipment nomenclature is sufficient). 

To build the server, the MVC (Model – representation – controller) technology 

is used – an architectural template used during the design and development  

of software [11]. 

Figure 7 shows the construction architecture of the developed server. 
 

 
 

Fig. 7. Construction architecture of the server under development 

 

Interacting with the web application of the server, the intelligent production 

equipment sends a request, which is accepted by the server and transmitted to the 

appropriate controller responsible for the chosen method. After calling the model,  
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the controller then renders the view and returns a JSON response. By default,  

Rails uses the ActiveRecord library to store model objects in the relational DBMS.  

A competing analogue is DataMapper. The PostgreSQL relational database is  

used as a database. The software tool includes four controllers for processing 

messages from the user. 

 

Conclusion 
 

This work describes the technology of distributed management of production 

processes using a service-oriented approach. An analysis of modern technologies  

for deploying web services has been carried out. An analysis of the methods of 

implementing SOA technology in production and the organization of the message 

exchange process was performed. The architecture of computer systems management 

using SOA technology is presented. Mathematical modeling of the decentralized 

system was performed. As a result of the performed analysis, it is shown that the 

main indicator of the reliability of such a system is the probability of data loss for  

a certain time interval. A structural diagram of the interaction of industrial equipment 

with the server and a generalized diagram of the organization of the web services 

server based on Ruby on Rails have been developed. The principle of communication 

between a server application and industrial equipment has been developed.  

The architecture of the automated production process management system using  

web-oriented services, taking into account the concept of Industry 4.0, was developed. 

Thus, the use of web services in production is more attractive because  

a large number of integration technologies are currently used and in the future  

even more use of intelligent devices with the use of computer-integrated control 

technologies is expected. 
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