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LIST OF ABBREVIATIONS

DM – decision maker (person who makes the decision).
OP – optimization problem.
UAC – unconditional advantage criterion (or the Pareto criterion).
MPC – multidimensional potential characteristics.
MED – multidimensional exchange diagrams.
CAC – conditional advantage criterion.
CN – communication network.
IS – information sources.
IC – information consumers.
EP – end points.
SN – switching nodes.
CC – communication channels.
QS – queuing system.
SD – service devices.
IDS – information decision system (in communication network).
TMID – technical means of implementing decisions.
CICS – control information collection system.
DCS – dynamic network resource control system.
MS – maintenance system.
ACS – administrative control system.
TMIC – technical means for the implementation of control decisions.
PTC – probability-time characteristics.
CSW – circuit-switched networks.
CS – capacity selection.
TCCDF – topology, capacity and distribution flows.
DF – distribution of flows.
CERM – concave edge removal method.
CCN – cellular communication networks.
BS – base station.
CA – control agents.
MOS – mean opinion score.
MSD – mean-square deviation.
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INTRODUCTION

An important stage in the creation of any technical system is the design pro-
cess. Designing is understood as a complex of works consisting of research, cal-
culations and design in order to obtain a description of the system in the form of 
design documentation necessary to create a new or modernize an existing system. 
In the conditions of rapid development of information systems and communica-
tion networks, the growing demands on the quality and terms of their design can’t 
always be satisfied by a simple increase in the number of designers. The solution to 
this problem is possible through the use of computer-aided design, which means 
the implementation of design procedures with the close interaction of a person 
with computers. Due to the automation of design, a reduction in the time and cost 
of design is achieved, as well as qualitatively new opportunities for performing 
design procedures, which in some cases is almost impossible to achieve without 
the use of computers.

Previously, heuristic and experimental methods were used in the design 
of systems. The design process was reduced to the selection of a small number 
of system options and only satisfying the given restrictions on the performance 
characteristics of the system. With the complication of systems and the growth of 
their cost, the need arose to create optimal systems. The phrase «We are not as rich 
as to design suboptimal» became winged. At present, when designing, they are no 
longer satisfied with the analysis of only one version of the system with specified 
technical characteristics. They are trying to compare as many alternative options 
for building a system as possible in order to choose among them the best – the 
best in the given sense.

Therefore, in modern conditions, automation of system design is relevant, in 
particular, at the initial stages – at the system-technical level. This is ensured by 
the development of new information technologies in the automation of system 
design. The basis of these technologies is the methods of mathematical modeling 
and optimization of systems, as well as their implementation on a computer in 
the form of appropriate application packages in order to obtain optimal design 
solutions.

Optimization is selection (synthesis) of the best in the given understanding 
of the structure and parameters of the system. The criterion of optimality deter-
mines a formalized procedure for choosing the best design option for a system.

When designing optimal systems, mathematical methods are used, the set of 
initial data for the design is formulated in the form of strict mathematical prin-
ciples, in particular, mathematical models of the system are built, system quality 
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indicators are determined, a system optimality criterion is selected, and problems 
of optimizing the structure and parameters of the system are solved. The selection 
of optimal design options for the system is carried out by optimizing some target 
functions, showing the dependence of quality indicators on the structure and 
parameters of the systems.

The task of choosing the optimal design options for systems from the per-
spective of system analysis is a typical task of the branches of operations research 
and decision-making, including, in particular, the following stages:

1. Building a mathematical model of the system and formalizing the deci-
sion-making process on the optimal design options.

2. Finding optimal solutions on the set of feasible design decisions using 
mathematical optimization methods.

This monograph summarizes the issues of optimization and mathematical 
systems with specification for communication networks. The main attention 
is paid to the optimization and mathematical modeling of systems, which are 
important for the initial stages of the design of communication systems and 
networks. The theoretical foundations of scalar and multi-criteria optimization 
of systems and methods for solving various types of optimization problems that 
are concretized taking into account mathematical models of communication 
networks are considered. Examples of solving problems of optimizing communi-
cation networks are given. Information is given about standard software packages 
for modeling and optimization of computer communication networks that can be 
used in their computer-aided design.

Generalizations of well-known publications and some results of scientific 
studies of the authors regarding scalar and vector optimization, as well as mathe-
matical modeling of communication systems and networks, are used in preparing 
the materials of the monograph.

The monograph may be useful to specialists in the design of telecommunica-
tion systems and networks.
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1 THEORETICAL BASES 
OF SYSTEM OPTIMIZATION

This section discusses the main provisions of the branches of decision making, 
operations research, mathematical analysis, necessary for the mathematical for-
malization of system optimization problems. In general, an optimization problem 
is formulated and a classification of types of optimization problems is given.

In preparing the materials in this section, the works [1, 4, 6, 20, 24, 32, 36, 39] 
are used, which should be used additionally for an in-depth study of these issues.

1.1 Application of mathematical methods in the initial stages 
of system design

In the process of designing a complex system, it is necessary that at each stage 
optimal design decisions are made. Therefore, when designing a significant role is 
played by the following basic design procedures, such as optimization, synthesis, 
analysis of options for constructing a system. Optimization is the selection (syn-
thesis) of the optimal (best in a certain sense) structure and parameters of the 
system. In this case, there are problems of synthesis and analysis. The choice of op-
timal system parameters is parametric synthesis, the choice of optimal structure is 
structural synthesis. The optimality criterion determines a formalized procedure 
for choosing the best design option. Analysis is an assessment of the potential 
capabilities of the system, determining the nature of changes in the values of sys-
tem quality indicators, depending on how the structure and internal parameters 
of the system change. Quality indicators characterize the consumer properties of 
the system (for example, accuracy and speed of data transfer, message delay du-
ration). Internal system parameters include system characteristics, in particular,  
modulation type, transmitter signal power, signal operating frequency, modu-
lation coefficient, frequency deviation, etc., at which optimal values of quality 
indicators are achieved.

When using mathematical methods for designing optimal systems, the set of 
initial data for design is formulated in the form of strict mathematical principles, 
in particular, mathematical models of the system are built, system quality indica-
tors and objective functions are determined, their dependence on the structure 
and system parameters is determined by the optimality criterion, and structural 
optimization problems are solved and system parameters.
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The task of choosing the optimal design options for systems from the per-
spective of system analysis is a typical task of well-known areas of operations 
research, in particular, decision theory. The decision-making problem is the pair 
X OP, , where X  is the set of acceptable variants of the system, OP  is the prin-

ciple (criterion) of optimality, which defines the concept of the best (optimal) op-
tions. The solution to the problem X OP,  is a subset of optimal options obtained 
using the given criterion of the optimality principle.

The mathematical expression of the optimality principle is a certain selection 
function, a subset of the acceptable variants X  of its part X C X0 0= ( ), which is 
a solution to the formulated selection problem. The tasks of making optimal deci-
sions with the known X  and OP  are called optimization problems.

Let a certain property of alternatives from a set be expressed as a number, 
that is, there is an expression X E→ 1. Then such a property is called a quality 
indicator, and a number k f x= ( )  is called an alternative assessment X  by the 
objective function (criterion) f x( ). As a rule, alternative options of the system 
are characterized not by one but by several properties; it determines the need 
to characterize the system with a vector of quality indicators 

�
…K k km= ( ), , .  

At the same time, the design solution x  is evaluated by the totality of the ob-
jective functions 



f x f x f xm( ) = ( ) ( )( )1 , ..., , and the set X  is expressed into the  
criteria space Rm ,  where each alternative x X∈  has its own evaluation vec-
tor 



f x Rm( ) ∈ .
The concept of optimality is associated with the selection of the best in the es-

tablished understanding of the system options. This choice is made by optimizing 
some objective functions related to the quality indicators of systems. The question 
arises whether it is possible to find a design solution that satisfies the maximum 
(or minimum) at the same time of all objective functions. This is usually not pos-
sible. Therefore, for example, the wording «to achieve maximum system efficiency 
at minimum cost» does not make sense.

The selected indicators of system quality can be of three types: neutral, that 
is, independent of each other; interconnected but agreed upon; related and com-
peting with each other. In the first two cases, system optimization can be per-
formed independently with respect to each of the indicators. In the third, most 
difficult case, an improvement of some quality indicators leads to a deterioration 
of other quality indicators. Therefore, when solving the optimization problem,  
a consistent optimum of quality indicators should be sought.

There are many methods for optimizing systems; they put a different under-
standing into the concept of optimality. However, most of the rules for choosing 
the best solutions have a common feature: the choice is made on the basis of in-
formation about pairwise (binary) comparison of system options. Of course, such 
a comparison can be carried out on a variety of acceptable alternatives, but more 
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often it is convenient to perform in the criteria space, since here design decisions 
are compared using numerical estimates of quality indicators.

When designing systems, there are direct and inverse problems. Direct tasks 
are the tasks of analysis, they answer the question: what value does the optimality 
criterion of the chosen admissible option take? Inverse problems are synthesis 
problems, they answer the question: how to choose a solution for which the op-
timality criterion has reached an extreme value, in particular, if the analytical ex-
pression for the objective function is known (in the scalar case), then the optimal 
design solution is found alternative by solving some variational task:

x opt f x
x X

0 = ( ){ }
∈

arg .

The difficulties of solving optimization problems are associated with a priori 
uncertainty, in particular, about the operating conditions of the system. If this 
uncertainty is parametric, estimates of unknown parameters can be obtained, 
which are used to solve the optimization problem. In the general case, a priori 
uncertainty leads to complex systems.

The second type of a priori uncertainty is associated with the lack of suffi-
cient information to formalize the vague idea of the customer of the system about 
the optimality of the system. This is a consequence of an insufficiently conscious, 
and therefore unclearly formulated global goal of the functioning of the system. 
Only the requirements for individual properties (a set of quality indicators) of 
the system are known. This leads to multicriteria (vector) optimization problems, 
in which it becomes necessary to search for the optimum of the vector objective 
function 



f x f x f xm( ) = ( ) ( )( )1 , ..., .
Only in the case of neutral and coordinated quality indicators solution of 

such an optimization problem can be found by independent optimization of indi-
vidual objective functions:

x opt f x i mi
x X

0 1 1= ( ){ } =
∈

arg , , .

In the case of interconnected and competing indicators of the quality of the 
system, the coincidence of individual decisions x x x m01 02 0= = =...  is more a case 
than a rule. In this case, the solution to the problem:

x opt f x
x X

0 = ( ){ }
∈

arg


is a coordinated optimum, which corresponds to the best values of each of the 
quality indicators that can be achieved with fixed (but arbitrary) values of other 
indicators. By solving such optimization problems, as a rule, there is not one 
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alternative, but a certain set of alternative design solutions. The set of solutions 
satisfying the conditions of a consistent optimum of the vector objective function 
is called Pareto-optimal solutions.

Taking into account that quality indicators are interconnected, the poten-
tial values of each indicator, for example, the first k10 depends on the values of 
other m −( )1  quality indicators k km2,..., . This dependence k f k km10 2= ( ),...,  for 
various acceptable combinations k km2,...,  is called the working surface. Provided 
that the dependence is strictly monotonic for each indicator k km2,..., ,  it is an 
optimal surface. All points of this surface satisfy the conditions of a multiple 
consistent optimum and therefore determine the multidimensional (m-dimen-
sional) potential characteristics of the system. In terms of multicriteria (vector) 
optimization of the optimal surface, the set of Pareto-optimal values of the vector 
of quality indicators 



K , as well as their corresponding Pareto-optimal systems, 
corresponds. The optimal surface also determines a family of multidimen sional 
diagrams of the exchange of quality indicators, that is, the dependences of the 
potentially possible values of each of the quality indicators on the values of  
other m −( )1  indicators.

It should be noted that the one-dimensional potential characteristics of 
systems widely used in practice that characterize the potential value of a single 
quality indicator are, as a rule, a hidden form of a multidimensional potential 
characteristic. This is because when determining a one-dimensional potential 
characteristic, all quality indicators, except for one (the most important), are 
transferred to the rank of restrictions or completely ignored (i. e. are not taken 
into account). However, in fact, completely ignoring all quality indicators, except 
for one, is unacceptable, since in this case the potential value of this single opti-
mized quality indicator will reach zero, that is, the optimization problem to be 
solved will degenerate into a trivial one. Thus, when optimizing, the selected main 
quality indicator should definitely take into account the value of at least one more 
antagonistic indicator. In practice, it is necessary to X X0 ⊆  take into account, as 
a rule, several quality indicators. It follows that in the general case, all the optimi-
zation problems of designing complex systems is essentially multi-criteria.

For the further selection of a unified design solution for the obtained set of 
Pareto-optimal options, additional information must be involved that clarifies 
and formalizes the initial vague idea of the customer about the optimality of the 
system. The use of such information allows to determine some constructive proce-
dure for choosing a single design option for the system. Thus, to design an optimal 
system means to find the structure that is optimal according to the vector criterion 
and the optimal values of the system parameters. To do this, it is necessary to 
build a mathematical model of the system and solve mathematical problems in 
the general case of multicriteria optimization with given objective functions and  
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constraints. Compared to scalar optimization problems, it is much more compli-
cated than mathematical problems.

In many cases, the synthesis and analysis of the effectiveness of systems is 
performed by analytical methods. But often solving these problems encounters 
difficulties not only of a technical, but also of a fundamental nature. In such 
cases, when designing complex systems, numerical methods for optimizing and 
mo deling computer systems are also widely used. Modeling a computer system 
includes building and implementing a mathematical model of a computer system 
and conducting its research. The purpose of system simulation is verification even 
at the initial stages of designing the correctness of the selected design solutions, 
to assess the multidimensional potential characteristics of the system, as well as 
the possibility of fulfilling the technical requirements for obtaining the necessary 
tactical and technical characteristics of the system. It should be noted that the cor-
rection of design errors at the stage of preparation of technical documentation is 
much cheaper than at the stages of manufacturing research samples of the system, 
serial production and operation of the system.

Thus, computer simulation and optimization of the system are important and 
effective stages of the initial stages of system design. They are performed, as a rule, 
using a computer. This design method, when design procedures are carried out in 
close interaction between the designer and the computer, is called computer-aided 
design. Corresponding software packages and organizational and technical tools 
that implement design procedures are called computer-aided design systems. Com-
puter-aided design is characterized by a rational distribution of functions between  
a person and a computer. With the help of computers, those tasks that are subject to 
formalization are solved, but provided that their machine solution is more effective 
than «manual». This design method is characterized by the use of computers in the 
automation of individual design procedures that were previously performed by the 
designers «manually» (calculations, optimization, studies of the potential characte-
ristics of the system and multidimensional diagrams of the exchange of quality indi-
cators, processing the results of system studies, issuing project documentation, etc.).

For the automated design of a complex system, not only the simple «ope-
ration» of the significant technical capabilities of the computer (high speed and 
memory), but also a deep knowledge of the subject area is necessary. This is 
neces sary to build the appropriate mathematical models of the system and use the 
modern mathematical apparatus of the theory of system optimization to select 
design solutions that are optimal according to the vector optimality criterion. This 
raises a number of questions. How to form a set of acceptable options for building 
a system? How to formalize the goals for which the system is created? How, among 
all the possible options, how to find the optimal one – «the most suitable for the 
set goals»? To answer these questions, it is necessary to build a mathematical 



15

1 Theoretical bases of system optimization

model and mathematically rigorously pose the problem of synthesis of the optimal 
system, taking into account the totality of the requirements of the technical task.

1.2 Basic provisions of the field of operations research

Operations research is the theory of using quantitative methods of analysis 
in decision-making in targeted activities.

Under the operation refers to the totality of actions aimed at achieving  
a specific goal. The researcher of the operation helps on the operating side – the 
decision maker (DM) in a particular choice problem gives the scientific basis for 
the choice of solutions, formalization of this task, including the construction of  
a mathematical model for choosing the optimal solution.

The mathematical model of an operation is a formal relationship that es-
tablishes the relationship between the adopted criterion for the effectiveness of 
decisions on the factors of the operation –parameters that are controlled.

The main objective of operations research: to find, within the framework of  
the adopted model, such solutions that correspond to the extreme values of the per-
formance criteria. The criterion becomes the equivalent of the goal of the operation.

At the same time, the following stages of operations research take place:
1. The construction of a mathematical model, that is, the formalization of 

the decision-making process, (identification of the model, verification  
of its adequacy).

2. The statement of the goal of the operation and the task, finding the op-
timal solutions to the operation on the set of possible solutions X  and  
a variety of factors Ξ.

3. The solution to the optimization problem based on well-proven optimi-
zation methods.

Factors that are controlled by the operating side are called controlled. Factors 
that are not controlled by the operating side are called uncontrolled. Uncontrolled 
factors are divided into two groups: uncertain factors for which only the set of 
possible values of factors are known, as well as random factors for which a set of 
random values Z  and the law of their distribution are specified.

The desire on the part of the parties to achieve the goal is described by the 
values of the objective function F x y z, , ,( )  which is also called the criterion of the 
effectiveness (optimality) of decisions.

In some tasks, they seek to maximize the objective function, in some they 
minimize it. In the general case, one speaks of finding the extremum of the ob-
jective function. The information that the operating side has about the factors is 
reflected in the operation research model.
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Depending on the degree of completeness of information about the factors 
of the operation, various strategies are selected on the operating side. This can be  
a search for an extremum of the average efficiency function or a search for its 
lower or upper face.

Thus, for the researchers of the operation, it is first necessary to compile 
a mathematical model of the operation, that is, at a formalized level, describe 
controlled and uncontrolled factors, set a performance criterion (optimality) 
and a variety of strategies on the operating side, as well as describe estimates 
of the effectiveness of the strategy. Then, using appropriate mathematical opti-
mization methods, optimal strategies are found for the prevailing transaction  
conditions.

1.3 Decision-making model for the criteria approach

Any decision-making process contains the following elements:
– the person who makes the decision (DM);
– a lot of controlled variables, the value of which the decision maker chooses;
– many uncontrollable variables;
– restrictions on controlled and output variables;
– objective function (optimality criterion);
– rules for making optimal decisions.
The task of decision-making is selection of values of controlled variables that 

render the objective function an extreme value.
However, the possibility of choosing a controlled variable is always limited 

by external conditions relative to the operation (energy, time, money factors, etc.). 
Ideally, these restrictions can be mathematically described by some system of 
equalities or irregularities on uncontrolled and control variables.

From a mathematical point of view, the problem of making optimal decisions 
is formulated as an optimization problem (OP), which is a tuple:

 < ( ) >f x X Y


, , ,  (1.1)

where f x
( )  – objective function which extremum must be found by varying the 

values of the controlled variables, in particular, the components of the parameter 
vector x x x xn= ( )1 2, ,..., , X  – area of the objective function f x

( ), Y  – area of re-
strictions imposed on the vector of parameters x.

Area D X Y= ∩  is called an admissible set, vectors x D∈  are called admis-
sible OP vectors. If the admissible set D  coincides with the Euclidean space Rn , 
then such an OP is called the unconditional optimization problem.
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An admissible vector x0 is called an absolute (global) minimum if the condition:

 < ( ) >f x X Y


, , .  (1.2)

An admissible vector x l0  is called a local minimum if there exists such δ > 0 
that for all 0 ≤ ≤∆



x δ  the valid condition:

 ∆ ∆f f x x f xl l= +( ) − ( ) ≥
  

0 0 0.  (1.3)

For the case of finding the maxima of the objective function f x
( ),  the in-

equality sign in (1.2) and (1.3) is reversed. Thus, the solution of the optimization 
problem x0  is reduced to a search on the set of feasible solutions D  of the extre-
mum of the objective function f x extr

( ) ⇒ ,  x D∈ .
A local minimum is called an internal or limit point if the point x0  is respec-

tively the internal or limit point of the area D.  For example, the scalar function 
f x x( ) =  for −∞ < < +∞x  does not have extrema, while f x x1 ( ) =  for x ≤ 1  has 
a limit maximum at a point x = 1,  while for 0 1≤ ≤x  also has a limit minimum 
at a point x = 0.  Considered approach to making optimal decisions is called crite-
ria-based, since decisions are evaluated and compared by the value of the objective 
function (optimality criterion).

There is another approach to making optimal decisions, based on the intro-
duction of binary relations.

1.4 Model for choosing optimal solutions in the language 
of binary relations

The language of binary relations is the second, more general than the origi-
nal, language for describing the benefits of DM.

A binary relation is a set R  of ordered pairs if the elements (alternatives) 
x x X* **, ∈  are in a relation R  where they write this: x x R* **,( ) ∈  or x Rx* **.

The concept of a binary relation R  allows to formalize the operations of 
pairwise comparison of alternatives. It is believed that each pair of solutions 
x x* **,  can be in one of the following relationships:

– x* dominates (or strictly dominates) x**;
– x** dominates (or strictly dominates) x**;
– x* no less dominates x**;
– x** no less dominates x*;
– x* equivalent x**;
– x x* **,  are incomparable.
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A solution x Xo ∈  is called optimal in the choice model X R,( )  if it is no less 
predominant than any other element x  from the set X ,  that is, there are no other 
solutions x X∈  so that they dominate xo .

In the case of the introduction of a vector criterion for evaluating the ef-
fectiveness of comparison solutions 



K x K x K xm( ) = ( ) ( )( )1 ,..., , the selection of 
optimal solutions can also be performed in the criterion space Y-space of vector 
estimates of the set of system quality indicators 



y K x K x K x Ym= ( ) = ( ) ( )( ) ∈1 ,..., .
The following binary relations are used for vector estimates:
– strict dominance relation – Slater relation for which conditions are satisfied:

  

 

′ ′′ ↔ ′( ) > ′′( )y y K x K xΦ1 ,  K x K xi i′( ) > ′′( ),  i m= 1, ;  (1.4)

– non-strict dominance relation – Pareto relation for which conditions are 
satisfied:

′ ′′ ↔ ′( ) ≥ ′′( ) 

 

y y K y K yΦ1 ,  K x K xi i′( ) ≥ ′′( ),  

 i m= 1, ,  
 

K x K x′( ) ≠ ′′( ).  (1.5)

In the criteria space, the set of optimal estimates includes those for which 
there are no other dominant estimates for the selected advantage ratio Φ.  
In particular, when introducing the Pareto binary relation in the space of vector 
estimates Y , the procedure for choosing a subset of Pareto optimal estimates P Y≥ ( ) 
is formulated as follows: the vector estimate is included in the subset y P Yo ∈ ( )≥ , 
provided there are no other vector estimates y Y∈  for which there would be a fair 
advantage relation  

y y≥ 0.
Thus, optimal solutions can be chosen both on the set X  and in the crite-

ria space Y .  The solution x X0 ∈  is called R-optimal on the set X ,  if there are 
no other solutions x X∈  that prevailed solutions x o in the binary relation R. 
In particular, when introducing a Pareto binary relation in a space Y , a subset 
of Pareto-optimal estimates P Y≥ ( )  corresponds to a subset of Pareto-optimal 
solutions X P X

k0 = ( )  according to the vector criterion for the effectiveness of solu-
tions 



K x K x K xm( ) = ( ) ( )( )1 ,..., . This subset includes solutions x X P X
k0 0∈ = ( )  for 

which there are no dominant solutions according to the condition 
 

K x K x( ) ≥ ( )0 , 
x X∈ . According to the Pareto axiom, there is a relationship between the 
choice of solutions in the space of estimates Y  and the set X :  if y P Y∈ ( ),  
then x P X

k
∈ ( ) .

If the strict dominance relation (1.4) is introduced, then there are many opti-
mal estimates that are Slater-optimal (or weakly Pareto-optimal). These estimates 
correspond to Slater-optimal solutions.
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1.5 Fundamentals of mathematical analysis used 
in optimization theory

1.5.1 Euclidean space

Set. Under the set usually understand a certain set of elements of an arbitrary 
nature, characterized by a common property. Examples of the set can serve as  
a collection of pages in this book, printed characters, formulas. The combination 
of real, natural and integer numbers is example of numerical sets.

The phrase «x  is an element of the set X» («x  belongs to the set X») is written 
briefly in the form x X∈ .  If x  it does not belong to the set X ,  then write x X∉ .

Sets X  and Y  are called equal if they consist of the same elements.
If each element of the set X  is an element of the set Y ,  then they say that X  

is a subset of the set Y  and write X Y⊂ .
Symbols ∈ and ⊂  are called signs of inclusion, and the ratio of the form 

x X∈  and X Y⊂  – inclusions.
Equality X Y=  takes place if and only if at the same time X Y⊂  and Y X⊂ .
Notation X x x= { }1 2, ,  means that the set X  consists of elements x x1 2,  

and, possibly, some others set in one way or another. If the set X  consists of ele-
ments x  having a certain property Ρ x( ),  then write X x x= ( ){ }Ρ .  For example, 
0 1 0 1, .( ] = < ≤{ }x x

In order to define a set X  which elements belong Y  and, in addition, have  
a property Ρ x( ),  let’s use the notation X x Y x= ∈ ( ){ }Ρ .

A set containing no elements is called an empty set and denoted by ∅.
The union of two sets X Y,  isdenoted by X Y ,  the elements of which be-

long to at least one of the sets X  or Y .  The operation of combining sets has the 
following properties:

1) X Y Y X = ,

2) X Y Z X Y Z   ( ) = ( ),  (1.6)
3) X X X = ,  X X∅ = ,

where X Y Z, ,  are arbitrary sets. The first two properties are similar to the pro-
perties of the addition operation for numbers.

The section of sets X Y,  is called the set, which is denoted by X Y ,  the 
elements of which belong to both the set X  and the set Y .  The intersection ope-
ration of sets has the following properties:

1) X Y Y X = ,

2) X Y Z X Y Z   ( ) = ( ),  (1.7)
3) X X X = ,  X ∅ = ∅.
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The following properties are performed for the entered union and intersec-
tion operations:

1) X Y Z X Z Y Z∪ ∩ ∩ ∪ ∩( ) = ( ) ( ).

2) X Y Z X Z Y Z∩ ∪ ∪ ∩ ∪( ) = ( ) ( ).  (1.8)
The difference between sets X  and Y  is the set consisting of elements that 

belong to the set X , but do not belong to the set Y  (X Y\  designation).
Euclidean space. An ordered set of n  real numbers written as:

 �
�

x

x

x

xn

=



















1

2  (1.9)

is called n-dimensional vector. Numbers x x xn1 2, , ...,  are called the compo-
nents (or coordinates) of the vector x.  Using the transpose matrix operation, the 
coordinates of the vector are written as a row � …x x x xtr

n= ( )1 2, , , .
Often for reduction, if this does not lead to inaccuracy, the transpose sign 

is omitted. Two n-dimensional vectors x  and y  are considered equal if their 
respective components coincide, that is, if x yi i= ,  i n= 1 2, , .

The sum of the vectors x  and y  is the vector whose components are found 
by the formula:

 � � …x y x y x y x yn n+ = + + +( )1 1 2 2, , , . (1.10)

The difference of vectors x  and y  is determined in this way:

 � � …x y x y x y x yn n− = − − −( )1 1 2 2, , , .  (1.11)

A zero vector (denoted by 


0n) is called n-dimensional vector, all components 
of which are equal to zero. Multiplication of a vector by a real number is a vector 
whose components are found by the formula:

 λ λ λ λ
� …x x x xn= ( )1 2, , , .  (1.12)

The definitions directly imply the validity of the following equalities:

   

x y y x+ = + ,       

x y z x y z+( ) + = + +( ),  0 0




x = ,

 λ λ λ
   

x y x y+( ) = + ,  λ λ λ λ1 2 1 2+( ) = +
  

x x x.  (1.13)
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Each pair of vectors  x y,  is associated with a number, denoted by  x y,  and 
called the scalar product of vectors x  and y,  which is determined by the formula:

  

x y x yk k
k

n

, .=
=

∑
1

 (1.14)

Let’s note the properties that characterize the scalar product:
1)    

x y y x, , ;=
2)       

x y z x z y z+ = +, , , ;

3) λ λ
   

x y x y, , ;=
4)  x x, ≥ 0  (equality takes place if and only if x  is the zero vector).
The validity of the above properties can easily be verified by relying directly 

on the definition of a scalar product.
The set of all n-dimensional vectors for which the operations of addition, 

subtraction, and multiplication by a real number are introduced, as well as a scalar 
product by the formulas (1.11)–(1.14), are called n-dimensional real space and are 
denoted by Rn .  In short, this space is simply called Euclidean.

The set of real numbers is further denoted by the letter R . This set is an 
example of one-dimensional Euclidean space. Let’s geometrically interpret the 
space R2  as a set of points on a plane with a fixed rectangular coordinate system 
or as a set of vectors on this plane whose origin coincides with the beginning of  
a rectangular Cartesian coordinate system. Space R3  has a similar interpretation 
in the space of three dimensions.

Taking into account the above interpretation, the elements of space Rn  are 
also called points.

If  x y, ,= 0  then the vectors x  and y  are called orthogonal. In particular, 
the zero vector is orthogonal to any vector.

The norm (or length) of a vector x Rn∈  is a number, denoted by x  and 
determined by the formula:

   

x x x xk
k

n

= =
=

∑, .2

1

 (1.15)

Let’s formulate the main properties of the norm of a vector:
1) x ≥ 0,  and x =



0  if and only if x = 0;

2) λ λ
 

x x= ⋅ ,  where λ  – the number;
3)    

x y x y+ ≤ +  (triangle inequality);
4)    

x y x y, ≤ ⋅  (Cauchy-Bunyakovsky inequality).
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The distance between the points x  and y  of the Euclidean space is denoted 
by ρ

 

x y,( )  and determined as follows:

 ρ
   

x y x y x yk k
k

n

, .( ) = − = −( )
=

∑ 2

1

 (1.16)

A system of vectors x 1( ),  x 2( ), …, x m( ) is called a linearly independent 
system if equality λ λ λ1

1
2

2 0
� � … � �
x x xm

m
n

( ) ( ) ( )+ + + =  is possible only in the case 
λ λ λ1 2 0= = = = m .  A system of vectors, which is not linearly independent,  
is called a linearly dependent system.

In a n-dimensional space there exists a linearly independent system of  
n-vectors, and any of n + 1  (and more) vectors is linearly dependent. Any linear-
ly independent system � �e k nk( ){ } = 1,  of vectors in n-dimensional space forms  
a basis. Moreover, each vector of space x  is uniquely represented as a linear 
combination of basis vectors: � � � … �

x e e en
n= + + +( ) ( ) ( )λ λ λ1

1
2

2  for some λ1, λ2, …, λn .
For vectors x Rn∈ ,  y Rn∈ ,  it is believed that the notation  

x y≥  means 
x yi i≥ ,  i n= 1 2, , , ,  and at least one inequality is strict, and the notation  

x y>  
means: x yi i> ,  i n= 1 2, , , .

Linear sets. An empty subset L of space Rn  is called a subspace if, as a re-
sult of addition of any two vectors of L, as well as multiplication of an arbitrary  
vector of L,  by any real number of resulting vectors belonging L. If the maximum 
number of linearly independent vectors that can be found in L  is equal r ,  then  
it is possible to say that there are r-dimensional subspace is in L. Space Rn itself 
can be considered as n-dimensional subspace.

A one-dimensional linear set is called a straight line, a two-dimensional set 
is called a plane, and n −( )1 -dimensional one is called a hyperplane. Any line  
in Rn  can be set in the form:

    

x R x a cn∈ = +{ λ , for some x Rn∈ }, (1.17)

choosing vectors a  and c  from Rn .  If in (1.17) the number λ  is bounded above 
or below, then obtain a ray. If λ  is bounded both above and below, then the  
set (1.17) defines a line. A line connecting points ′



x ,  ′ ∈


y Rn  is a set of the form:

     

x R x a x yn∈ = + ′ + −( ){ ′λ λ1 ,  for some 0 1≤ ≤ }λ .  (1.18)

Many solutions x Rn∈  found with the equation:

  

a x b, ,=  (1.19)
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The converse is also true: any hyperplane in Rn  can be specified in the form 
of a set of solutions of equation (1.19), choosing a vector a  and a number b ac-
cordingly.

1.5.2 Sets in Euclidean space

The set of species:

U x x R x xn
ε ε0 0( )( ) = ∈ − ( ) <{ }  

is called an open sphere of radius ε  centered at a point x Rn0( ) ∈  or ε-neighbor-
hood of a point.

Let x Rn0( ) ∈ .  A point x X∈  is called an interior point of the set if there is 
such ε > 0  that U x Xε

0( ) ⊂ , that is, if the point x  belongs to the set X  together 
with its certain margin.In the case where each point of the set X  is internal, this 
set is called an open set. For example U xε( )

 0( )  is an open set.
A point in space Rn ,  which does not necessarily belong to a set X ,  is called 

a limit point of a set X Rn⊂  if in its neighborhood of any radius ε > 0  there  
is at least one point from X  and at least one point does not belong X .  The set  
of boundary points of a set forms its boundaries.

A set X  is called convex if for any pair of points from X  the entire segment 
connecting these points also belongs to X .

1.5.3 Functions of many variables

Continuous differentiated functions. Let X  and Y  are two sets. If a rule is 
specified according to which each element of the set X  is assigned a certain el-
ement of the set Y ,  then they say that a function is displayed f  that displays X  
in Y .  This is written in the form f X Y: →  or y f x= ( ),  where x X∈ ,  y Y∈ . 
The set X  is called the task domain or function f  determination domain, and 
the set Y  is called the set of function values.

A function continuous at each point of a set X  is called continuous on the 
set X  (or simply continuous).

As examples of functions continuous on X Rn= ,  let’s give:
– linear function:

f x c x b c x c x c x bn n1 1 1 2 2

� � � …( ) = + = + + + +, ,
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– quadratic function:

f x Qx x c x b2

1
2

    ( ) = + +, , ,

where Q  – a numerical symmetric matrix of size n n× ,  c  – a vector with Rn  and 
b  – some numbers, Qx

  means the product of the matrix and the vector according 
to the matrix multiplication rules adopted in linear algebra.

Let x 0( ) – interior point of the set X .  A function f x
( )  is called differentiated 

at a point x 0( )  if there exists a vector p Rn∈  such that for all 


h Rn∈  satisfying  
the condition 



x h X0( ) +( ) ∈  the formula is:

 f x h f x p h h x h




 

 





0 0 0( ) ( ) ( )+( ) = ( ) + + +( ), . (1.20)

If the specified vector p  exists, then it is called the gradient of the func-
tion f x

( )  at the point x 0( )  and denoted by ∆f x
 0( )( ).  It is known that if a function  

f x
( )  is differentiated at a point x( ),0  then it is continuous at this point and  

is characterized by a gradient:

 ∆f x
f x

x

f x

x

f x

x
n

n

� …0 1

1

2

2

( )( ) =
∂ ( )

∂
∂ ( )

∂
∂ ( )

∂






, , , ,

τ

 (1.21)

which is a vector with coordinates in the form of first-order partial derivatives 
calculated at a point x 0( ).

A function f x
( )  that differentiates at each point x  of an open set X  is called  

differentiated on the set X .
The linear and quadratic functions given above are continuously differen-

tiated, moreover ∇ ( ) =f x c1



,  ∇ ( ) = +f x Qx c2

 

.
Convex, pseudo-convex, and quasi-convex functions. Convex functions and 

their generalizations (pseudo-convex and quasi-convex functions) play an im-
portant role in optimization theory. Using these functions, let’s formulate suffi-
cient optimality conditions.

A numerical function f x
( )  defined on a convex set X Rn⊂  is called  

convex if, for any two points x 1( ),  x X2( ) ∈  and an arbitrary number λ ∈[ ]0 1, ,  the 
inequality is satisfied:

 f x x f x f xλ λ λ λ
   1 2 1 21 1( ) ( ) ( ) ( )+ −( )( ) ≤ ( ) + −( ) ( ). (1.22)

For example, a function of one variable, the property of convexity of the 
function f x

( )  geometrically means that the line of its graph corresponding  
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to the points of the segment connecting the points x 1( )  and x 2( ),  is placed 
no higher than the line connecting the points of the graph ( , ( ))x f x1 1( ) ( )  
and ( , ( )).x f x2 2( ) ( )  A simple example of a convex function of one variable  
is parabola.

1.6 Mathematical statement of the optimization problem

Valid set and objective function. The statement of the optimization problem 
includes a set X  of feasible solutions X  and a numerical function f x

( )  defined 
on the set X ,  which is called the objective function. The set X  is also called the 
feasible set or set of possible solutions.

The concept of solution is identified with a vector (point) of n-dimensional 
Euclidean space Rn .  In accordance with this admissible set X  is a certain subset 
of space Rn ,  that is X Rn⊂ , and the objective function f x

( )  is a function n of 
variables, x1, x2, …, xn . The case of equality X Rn=  is not excluded. For the 
elements of the set X , along with the term «solution», the terms «vector» and 
«point» are used below.

Not strictly speaking, the optimization task consists in choosing among the 
elements of the set X  of such a solution that would be most preferable from  
a certain point of view. The comparison of solutions is predominantly carried out 
using the values of the objective function. There are two options for comparing an 
arbitrary pair of solutions x X1( ) ∈ ,  x X2( ) ∈  using a function f x

( ).  It is possible 
to assume that the solution x 1( )  prevails x 2( )  if the inequality f x f x( ) ( )

 1 2( ) ( )<  
holds. Then the search for the most preferable solution among all elements of 
the set X  consists in finding a solution that delivers the least possible value 
of the objective function f x

( )  on the set X .  In this case, the optimization 
problem is the minimization problem. If it is believed that the solution x 1( )  pre-
vails x 2( ) when the inequality f x f x( ) ( )

 1 2( ) ( )>  is satisfied, then the search for 
the most preferable solution is the problem of maximizing the function f x

( )  
on the set X .

To solve the problem of optimizing a function f x
( )  on a set X  means to 

find such a vector x X0( ) ∈  (and also the corresponding value f x( )
 0( )  so that 

the inequality f x f x( )
 0( ) ≤ ( ) holds for everyone x X∈ .  Moreover, the solu-

tion x 0( )  is called optimal (more precisely, the minimum), and the value f x( )
 0( )  

is called optimum (minimum). The fact that the solution x 0( )  is optimal, 
that is, it delivers the smallest possible value of the function f x

( )  on the set,  
X  is written as:

 f x f x
x X

 



0( )
∈

( ) = ( )min .  (1.23)
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When setting the minimization problem, one also uses the notation:

 f x
x X

( ) →
∈

min.  (1.24)

Similarly, the maximization problem consists in finding such a vector x X0( ) ∈  
(and the corresponding value f x( )

 0( ) ) for which the inequality f x f x( )
 0( ) ≥ ( ) 

holds for all x X∈ .  If x 0( )  is the solution to the maximization problem, then the 
notation is used:

 f x f x
x X

 0( )
∈

( ) = ( )max .  (1.25)

In this case x 0( )  is the maximum (optimal) solution and the value f x( )
 0( )  is 

the maximum (optimum).
Thus, to solve the optimization problem means to find the optimal point x 0( ) 

and optimal value f x( ).0( )  If the optimal point is found, then the determination 
of the optimal value of the function is usually not difficult. If the extreme value of 
the function is found, then to find the optimal point x 0( )  it is necessary to solve 
the equation f x f x

 ( ) = ( )( ),0  it can be a difficult computational task.
Local and global minimums. During optimization, two types of optimum are 

considered: local and global. It is said that a point x X0( ) ∈  delivers functions on 
a set X  of local minimums if there exists a neighborhood U xε( )

 0( )  ε >( )0  of the 
point x 0( )  such that the inequality f x f x( )

 0( ) ≤ ( )  holds for all � ∩ �
x X U x∈ ( )

ε( ).0  
The global minimum of the function f x

( )  is delivered by the point x X0( ) ∈   
for which the inequality written above is satisfied for all x X∈ . The adjec-
tive «global» is used to emphasize the difference between this minimum and the 
local minimum.

In accordance with the above definitions, in the first case, the point x  
is called the local minimum point, and in the second case, the global mini-
mum point.

The point of local minimum is not always the point of global minimum, 
which means that the local minimum does not always coincide with the global 
minimum. In the following statement, conditions are formed that are imposed 
on the set X  and the function f x

( ),  upon which the indicated points coincide.  
If the set X Rn⊂  is convex, and the function f x

( )  is convex or pseudo-convex 
on X ,  then every point of the local minimum is a point of global optimum.

Weierstrass theorem. If the set X Rn⊂  is not empty and compact, and the 
function f x

( )  is continuous on it, then the set of global minimum points (as well 
as the set of global maximum points) is not empty and compact.

Generalized optimization problem. In optimization theory, it is sometimes 
convenient to consider a more general optimization problem in which the concept 
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of a solution is defined in such a way that it always exists. In order to formulate 
this generalized problem, it is used to determine the exact lower bound.

A number f 0  is called a lower bound or infimum of a function f x
( )  on  

a set X  if an inequality f f x0 ≤ ( )  holds for everyone x X∈ ,  and in addition, for 
any number ′ >f f 0  there is a point ′ ∈



x X  such that the inequality f x f′( ) < ′
  

holds. The fact that f 0  is the exact lower bound of the function f 0  on the set X 
is written as:

 f f x
x X

0 = ( )
∈

inf .


  (1.26)

It is not always possible to indicate the point at which the exact bound 
is reached, that is, the point x0 for which f x f x

x X
( ) inf .
 0( )

∈
= ( )  Therefore, in a gene-

ralized minimization problem f x f x
x X

 



( ) → ( )
→

inf ,  a solution is understood not  
as a single point, as is the case in the usual optimization problem, but as a se-
quence of points 

x k

k

( )
=

∞{ }
1
, x Xk( ) ∈ , k = 1 2, , ...,  such that:

 lim .
k

kf x f
→∞

( )( ) =
 0  (1.27)

This sequence always exists and is called minimizing sequence.
If, X Rn=  then it is possible to talk about the minimization problem with-

out restrictions. Indeed, in this case it is necessary to find a point such x 0( ) that 
the inequality f x f x( )

 0( ) ≤ ( )  holds for all points in space Rn  without restriction.  
Often the minimization problem without restriction is also called the uncon-
ditional minimization problem. Moreover, to characterize the minimum point 
add the adjective «unconditional».

If X Rn≠ ,  then there is a minimization problem with constraint. In this case, 
they also talk about the problem of conditional minimization and the conditional 
minimum.

Appropriate terminology is also introduced for maximization problems.
If the feasible set X  is given in the form:

 X x R g xn
j= ∈{ ( ) ≤

� �
0, j = 1, 2, …, k; g xj

( ) = 0, j k m= + }1, , ,  (1.28)

where all the numerical functions g xj ( )
  are defined on Rn ,  then it is possible to 

say about the problem of mathematical programming. Among problems of this 
class, problems with restrictions of the inequality type are distinguished when the 
set X  has the form (1.28) and m k= ,  as well as problems with restrictions of the 
equality type when there are no inequalities in (1.28), that is k = 0.  There are prob-
lems with mixed constraints – when irregularities and equalities occur in set X .
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1.7 Classification of types of optimization problems

Depending on a given principle of optimality, the solutions to problems of 
choosing optimal solutions can be performed both on a set of solutions and in 
the space of estimates of criteria for optimal solutions. In the first case, the cor-
responding ordinal approach to the selection of optimal solutions is used, based 
on the introduction of binary relations on a set of solutions. In the second case, 
a cardinalistic approach is used in the space of evaluations of the criterion for 
the effectiveness of decisions, when each alternative solution is evaluated by the 
numerical value of the objective function – f x

( )  criterion for the effectiveness  
of the solution.

Depending on the number of objective functions by which the effec-
tiveness of solutions is estimated and which are optimized, scalar optimiza-
tion problems ( ( ) )f x extr



⇒  and multicriteria (vector) optimization problems 
( ( ) ( ( ), , ( ), , ( )) )f x f x f x f x extri m

� � … � … �
= ⇒1  are considered.

Depending on the type of objective functions, linear optimization problems 
are considered when f x( )

  is a linear function, and nonlinear optimization prob-
lems when f x( )

  is a nonlinear function. These optimization problems, respec-
tively, are also called linear and nonlinear programming problems.

Depending on the presence of restrictions under which optimization is car-
ried out, problems of unconditional optimization and conditional optimization 
are distinguished. In unconditional optimization problems, optimal solutions are 
selected from a variety of solutions X , it coincides with Euclidean space X Rn= .  
In conditional optimization problems, optimal solutions are selected from a sub-
set of feasible solutions D X⊂ , determined by some solution constraints.

Depending on the number of parameters on which the objective function de-
pends, one-parameter (scalar) optimization problems are distinguished when the 
objective function depends on one variable) and multidimensional optimization 
when the objective function depends on many variables.

Depending on the methods for finding the extremum of the objective func-
tions, optimization problems are distinguished, in which classical (analytical) 
optimization methods and numerical optimization methods are used.

The following sections discuss the features of the statements and methods for 
solving the main types of optimization problems.
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2 CLASSIC OPTIMIZATION 
PROBLEMS OF OBJECTIVE 
FUNCTIONS

When designing communication networks, it becomes necessary to solve 
various types of optimization problems, such as finding the minimum spanning 
tree, finding the shortest path, finding the critical path, optimal distribution of 
flows, minimizing the cost of the flow in a network with limited bandwidth, mi-
nimizing the average delay time of messages in the network for given restrictions 
on the cost of the network and others. This determines the need to use various 
optimization methods. Let’s consider some classic problems and optimization 
methods that are widely used in the design of optimal communication networks.

In preparing the materials in this section works [4, 6, 8, 20, 24, 36, 39,  
42, 44, 50] are used, which can be addressed in-depth study of the considered 
optimization methods.

2.1 Problems of unconditional optimization of objective 
functions

Classical problems of optimizing objective functions are solved using ana-
lytical methods for finding extrema (maximums or minimums) of objective 
functions. The conditions for the existence of internal extrema are as follows:  
if a derivative ′f x( )  exists, then a function f x( )  can have an internal maximum 
or minimum at a point a  only when:

′ =f a( ) .0

This is a necessary condition for the existence of an extremum.
If there is a second derivative ′′f a( ),  then the function f x( )  has at a :

 
maximum at   and 

minimum at   and 

′ = ′′ <
′ = ′′

f a f a

f a f

( ) ( ) ,

( )

0 0

0 (( ) .a > 0  (2.1, а)

A more general statement: if there is a derivative f an( )( ) and if ′ = ′′ = = =−f a f a f an( ) ( ) ... ( ) ,( )1 0 
′ = ′′ = = =−f a f a f an( ) ( ) ... ( ) ,( )1 0  then the function f x( )  has at the point:
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maximum at even   and 

maximum at even    and 

n f a

n f

n

n

( )

(

( ) ,< 0
))( ) .a > 0  (2.1, b)

If n  is odd, then the function f x( )  at the point a  has neither a minimum 
nor a maximum, but has an inflection point x a= .

Conditions (2.1, a, b) are sufficient conditions for the existence of an  
extremum.

If ′ =f a( ) ,0  then in all cases they say that the function f x( )  at x a=  has 
a stationary value, and the point x a=  is called stationary.

In the general case, functions of several variables, the necessary optimality 
conditions are as follows: if a function f x x xn( , ,..., )1 2  is differentiated at a point 
( , ,..., ),a a an1 2  then it can have an internal maximum or minimum only at that 
point when its first differential df  takes on zero at this point, that is, when:

 ∂
∂

=
∂
∂

= =
∂
∂

=f
x

f
x

f
xn1 2

0... .  (2.2)

Sufficient conditions for optimality: if the function f x( )
  has continuous 

second partial derivative at the point a  and if the necessary conditions (2.2) are 
satisfied at this point, when the second differential:

 d f
f

x x
x x a x x

i kk

n

i

n

a a an i k ik i k
k

n
2

2

11
1 2

1

= ∂
∂ ∂

=
== =

∑∑ ∑( , ,..., ) ∆ ∆ ∆ ∆
ii

n

=
∑

1

 (2.3)

is a negative or positive definite quadratic form.
The function f x( )

  has a maximum at a point a,  if d f x2 ( )
  is a negatively 

defined quadratic form. When d f x2 ( )
  is a positive definite quadratic form, then 

the function f x( )
  has a minimum point a.  If the quadratic form is not defined, 

there is no extremum at the point a.
In turn, the quadratic form is positive definite if all eigenvalues of the 

matrix A aik=  are positive, and negatively defined if all eigenvalues are ne-
gative. If part of the eigenvalues is positive and the other part is negative, the 
quadratic form is not defined. The eigenvalues are the roots of the algebraic  
equation:

 det( )

...

...

... ... ... ...

..

A I

a a a

a a a

a a

n

n

n n

− =

−
−

λ

λ
λ

11 12 1

21 22 2

1 2 ..

.

ann −

=

λ

0  (2.4)
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2.2 Problems of conditional optimization by the method 
of Lagrange multipliers

The problem of conditional optimization is formulated as follows:
– it is necessary to find the extremum of the function:

 f x f x x x extrn( ) ( , ,..., ) ,


= ⇒1 2  (2.5)

– for fulfilling the condition:

 ϕ ϕi i nx x x x i m m n( ) ( , ,..., ) , , , .


= = = <1 2 0 1  (2.6)

The necessary conditions for local optimality for this problem are known as 
a rule of Lagrange multipliers and are formulated with respect to the Lagrange 
function:

 Φ( , ) ( ) ( )
  

x f x xi i
i

m

ψ ψ ϕ= +
=
∑

1

 (2.7)

in the following form: if x∗ is a local solution to problem (2.5), (2.6), then there 
exists a vector ψ ψ ψ ψ∗ ∗ ∗ ∗= ( , ,..., )1 2 B  such that:

 ′ =∗ ∗Φ ( , ) ,
 

x ψ 0  (2.8)

where ψ i  are the Lagrange multipliers;

′ = ′ + ′
=
∑Φ ( , ) ( )

  

x f x i
i

m

ψ ψ ϕ
1

is the vector of derivatives of the Lagrange function with respect to the compo-
nents of the vector x.

Any point x∗ satisfying under certain ψ∗ conditions (2.8), as well as condi-
tions (2.6), is called a stationary point of the problem (2.5), (2.6). There are also 
sufficient optimality conditions involving second derivatives.

2.3 Linear programming problems

The problem of linear programming in an arbitrary form of writing is called 
the optimization problem in which it is necessary to minimize the objective func-
tion of a linear form:
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 f x c xi i
i

n

( ) min


= →
=
∑

1

 (2.9)

for fulfilling the conditions:

 a x bij i j
j

n

≤
=

∑
1

,  j m= 1, ,  (2.10, а)

or

 a x bij i j
i

n

=
=
∑

1

,  j m p= +( )1 , ,  (2.10, b)

and
 xi > 0,  i n= 1, .  (2.10, c)

This problem in matrix form is written as:

 

 









c x

Ax b

x

tr →

≤

≥










min,

,

0

 (2.11)

and is called the symmetric notation form of the linear programming problem.
Linear programming problem of the form:

 

 









c x

Ax b

x

tr →

=

≥










min,

,

0

 (2.12)

is called the canonical notation form of a linear programming problem.
If the restriction system is specified in the form:

Ax b




≤ ,

then it can be brought into canonical form by introducing additional variables.
Let’s consider an equality Ax b





=  constraint problem. This system of con-
straints can be represented as a system of equations

 

a x a x a x x b

a x a x a x
n n n

n n

1 1 1 1 2 2 1 1 1

2 1 1 2 2 2 2

, , ,

, , ,

... ,

...

+ + + + =
+ + + +

+

xx bn+ =2 2,

...............................................................

... ., , ,a x a x a x x bm m m n n n m m1 1 2 2+ + + + =









+

 (2.13)
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Let’s introduce the following notation:



x

x

x

xn

=



















1

2

...
,  


A

a

a

am

1

1 1

2 1

1

=





















,

,

,

...
, …, 



A

a

a

a

n

n

n

m n

=





















1

2

,

,

,

...
,  

 


An+ =



















1

1

0

0

...
, …, 



An m+ =



















0

0

1

...
,  


A

b

b

bm

0

1

2=



















...
.  (2.14, a)

Then the linear programming problem can be written as:

 c xi i
i

n

=
∑ →

1

min,  (2.14, b)

x A x A x A x A x A An n n n n m n m1 1 2 2 1 1 0

     

+ + + + + + =+ + + +... ... ,  


x ≥ 0.

Vectors 


Ai  are called condition vectors, and the linear programming problem 
itself is called extended relative to the original. Let D  and D1  be admissible sets 
of solutions to the original and extended problems, respectively.

Then any point of the set D1  corresponds to a single point of the set D  and 
vice versa. In the general case, an admissible set D  of the initial problem is a pro-
jection of the set D1  of the extended problem onto the subspace of output variables.

A set of numbers x x x xn= ( , ,..., )1 2  that satisfies the constraints of a linear 
programming problem is called its plan. The solution to the linear programming 
problem is called its plan, minimizes the linear form.

Let’s introduce the concept of a basic solution. From the matrix of the ex-
tended problem A A A Ap n m=  +

  

1 2, ,..., ,  let’s choose m  linearly independent co-
lumn vectors, which denote as the matrix Bm m× ,  and as Dm n×  denote the matrix 
from the remaining columns. Then A B Dp = [ ],  and the limitations of the ex-
tended linear programming problem can be written as:

 A x Bx Dx Ap B D

  

= + = 0.  (2.15)

Obviously, the columns of the matrix B  form a basis of m-dimensional 
space. Therefore, a vector A0  and any matrix column D  can be represented as  
a linear combination of matrix columns D.
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Multiplying (2.15) on left B−1,  let’s find xB  at xD = 0 :

 



x B AB = −1
0.  (2.16)

The solution (2.16) is called the basic solution of a system of m  equations 
with m n+  unknowns. If the resulting solution contains only positive compo-
nents, then it is called basic admissible.

A feature of admissible basic solutions is that they are the extreme points of 
an admissible set D1  of an extended problem.

If among the components xB  are not zero, then the basic admissible solution 
is called non-degenerate.

The plan x  of the linear programming problem will be called support if the 
condition vectors 



Ai  with positive coefficients are linearly independent.
A non-degenerate support plan is formed by the intersection n  of hyper-

planes forming an admissible region. In the case of degeneration at a corner point 
of a polyhedron of solutions, more than n  hyperplanes intersect.

The main theorem of linear programming:
1. The linear form z c xtr=

   reaches its minimum at the corner point of the 
polyhedron of solutions (Fig. 2.1).

2. If it makes a minimal decision at more than one corner point, then it 
reaches the same value at any point that is a convex combination of these 
corner points.

D

x–2 x–3

x–4

x–5
x–6

x–7

x–8
x–0

Fig. 2.1 Polyhedron of solutions

Each corner point of the polyhedron of solutions corresponds to m  linearly 
independent vectors from the given system 

 

A An1,..., .
To solve the general problem of linear programming, the simplex method (or 

the method of successive improvement of the plan) is used.The method assumes 
that the following problem is being solved:

 Q x c x c x c xn n

( ) = + + + →1 1 2 2 ... min,  (2.17)



35

2 Classic optimization problems of objective functions

with a restriction system of the following form:

 
a x a x a x bn n1 1 1 1 2 2 1 1, , ,... ,

..............................

+ + + =
.....................,

... ., , ,a x a x a x bm m m n n m1 1 2 2+ + + =









 (2.18)

Let’s solve this system with respect to variables x xm1,..., :

 
x a x a x bm m n n1 1 1 1 1 1= ′ + + ′ + ′+ +, ,... ,

...................................................

... ., ,x a x a x bm m m m m n n m= ′ + + ′ + ′






+ +1 1


 (2.19)

The condition vectors corresponding x xm1,...,  form a basis. Variables x xm1,...,  
are called basic variables. Other problem variables are non-basic.

The formalized simplex method algorithm consists of two main steps:
– building a reference plan;
– building an optimal plan.
Construction of an optimal plan. In order for the reference plan to be optimal, 

while minimizing the objective function, it is necessary that the coefficients in 
the row of the objective function are non-positive (in the case of maximization, 
non-negative). That is, when searching for a minimum, it is necessary to get rid of 
the positive coefficients in the row Q x

( ).
The choice of the decisive element. If the coefficients are greater than zero when 

searching for the minimum in the row of the objective function, then the column 
with the opposite coefficient in the row of the objective function is selected as the de-
cisive one. To select a decisive line (decisive element) among the positive coefficients 
of the decisive column, one (row) is selected for which the ratio of the coefficient in 
the column of free terms to the coefficient in the decisive column is minimal:

 b
a

b
a

ar

r l

i

i l
i l

, ,
,min ,= ≥












0  (2.19)

where ar l,  is the untying (directing) element; r  is the decisive line.
To move to the next simplex table (to the next supporting plan with a lower 

value of the objective function), a step of a modified Jordan exception is made 
from the decisive element arl .  The step of a modified Jordan exception over  
a simplex table includes the following procedures:

1. 1 is put in place of the decisive element and is divided by the decoupling 
element.

2. The last elements of the decisive column change the sign to the opposite 
and are divided by the decisive element.
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3. The last elements of the decisive line are divided by the decisive element.
4. All other elements of the simplex table are calculated by the following 

formula:

 a
a a a a

a
a

a a

ai j
ij rl rj il

rl
ij

rj il

rl
, .=

⋅ − ⋅
= −

⋅
 (2.20)

When using the simplex method, it is assumed that the linear programming 
problem is non-degenerate, that is, each support plan m  consists of exactly 
positive components, where m  is the number of constraints in the problem. In  
a non-degenerate reference plan, the number of positive components is less than 
the number of restrictions: some basic variables corresponding to this reference 
plan take zero values. In a degenerate problem, more than two lines intersect at 
one vertex of the polyhedron of conditions.

If the linear programming problem turns out to be degenerate, then with  
a poor choice of the vector of conditions, infinite movement along the bases of the 
same support plan may occur, the so-called looping phenomenon.

If the total number of variables of linear programming problems n = 2  or it 
can be reduced to the corresponding problem with the number of independent 
variable k = 2  s, then such a problem can be easily solved graphically.

2.4 Transport problems of linear programming

In the general case, the transport linear programming problem is formulated 
as follows. Let’s minimize transportation costs:

 Q X c xij ij
j

n

i

m

( ) = →
==

∑∑ min
11

 (2.21)

for restrictions:

 

x b j n

x a i m

x i m j n

ij j
i

m

ij i
j

n

ij

= =

= =

≥ = =






=

=

∑

∑

, , ,

, , ,

, , , , ,

1

1

0 1 1

1

1









 (2.22)

where cij  is the cost of transporting a unit of product from point i  to point j ;  
xij  is the planned amount of traffic from point i  to point j  (transportation plan X   
is matrix m n× ); bj  is product requirements in point j ;  ai  are stocks of pro ducts 
in point i.
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This is a general mathematical model of the transport problem of linear 
programming in communication networks is specified in terms of the cost 
of transmitting information from m  information sources to n  information  
consumers.

It is envisaged that there is a closed type model, that is

b aj i
i

m

j

n

=
==
∑∑

11

.

If the model is open type

b aj i
i

m

j

n

≠





==
∑∑

11

,

then it can always be reduced to closed type by introducing a fictitious production 
point or a fictitious consumption point:

– if b aj i
i

m

j

n

<
==
∑∑

11

, then b a bn i j
j

n

i

m

+
==

= − ∑∑1
11

, so b aj i
i

m

j

n

=
==

+

∑∑
11

1

, and c ii n, , ;+ = ∀1 0

– if b aj i
i

m

j

n

>
==
∑∑

11

,  then a b am j i
i

m

j

n

+
==

= − ∑∑1
11

,  b aj i
i

m

j

n

=
=

+

=
∑∑

1

1

1

 and c jm j+ = ∀1 0, , .

The transport problem is a linear programming problem and, of course, it 
can be solved using the method of sequential improvement of the plan or the 
method of sequential refinement of estimates. In this case, the main difficulties 
are associated with the number of problem variables m n×  and the number of 
constraints m n+ .

Therefore, special algorithms are more efficient. Such algorithms include the 
potential algorithm and the Hungarian algorithm.

The potential algorithm (also called the modified distribution method) 
begins with a certain basic plan of the transportation problem (an acceptable 
transportation plan). To construct a support plan, one of three methods is 
usually used: the northwest corner method, the minimum element method, or  
the Vogel method.

An acceptable reference plan for a transportation problem is called non- 
degenerate if the number of filled cells in the transportation table, that is, the 
number of positive transportations xij > 0,  is equal to m n+ + 1,  where m  is the 
number of departure points and n  is the number of destinations.

If an admissible reference plan m n+ + 1  contains fewer xij > 0 elements, 
then it is called degenerate, and the transportation problem is called a degenerate 
transportation problem.
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2.5 Problems of dynamic programming

Dynamic programming problems are computational methods for solving 
optimization problems of the following form:

 z f x
x i

i

n

=
=
∑max ( )

1

 (2.23)

when fulfilling restrictions:

 a x bi i
i

n

=
∑ ≤

1

,  ai > 0,  xi ≥ 0.  (2.24)

If all functions f xi i( ),  i n= 1, ,  are convex, then the Lagrange multiplier 
method can be used for the solution. However, if there are many local maxima, 
then such a method gives only one of these solutions. If it is necessary to find a 
global maximum, then you need to take all the local maxima. In this case, the 
application of the Lagrange multiplier method is problematic.

Let’s consider a method that provides a solution to problem (2.23)–(2.24) 
for the case when all ai{ },  i n= 1, ,  and b  are integers. It is also assumed that all 
variables xi{ }, i n= 1, , in the problem can take only integer values.

Let’s introduce the following notation. Let’s denote by z*  the absolute maxi-

mum z  at provided condition a x bi i
i

n

=
∑ ≤

1

.  Let’s select the value xn  and, fixing it,  

maximize z  in all other variables x x xn1 2 1, , , . −  Let’s suppose that such maximi-
zation is carried out for all possible values xn .  Then z* will be the largest of all 
possible values z.  Formally, this process can be written as follows:

 max ( ) ( ) max
, ,..., , ,...,x x x i i

i

n

n n x x xn n

f x f x
1 2 1 1 21− −=

∑







= +
11 1

1

f xi i
i

n

( ) ,
=

−

∑







 (2.25)

so

a x b a xi i
i

n

n n
=

−

∑ ≤ −
1

1

.

Since

max ( )f xi i
i

n

=

−

∑
1

1

for non-negative integers satisfying the condition

a x b a xi i
i

n

n n
=

−

∑ ≤ −
1

1
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depends on b a xn n− ,  let’s denote:

 max ( ) ( ).
, ,...,x x x i i

i

n

n n n
n

f x b a x
1 2 1 1

1

1
− =

−

−∑ = −Λ  (2.26)

Let’s assume that Λn n nb a x− −1( )  is calculated for all valid integer values:

x
b
an

n

=





















0 1, , , .

Then it is obvious that:

 z f x b a x
x n n n n n

n

* max ( ) ( ).= + −
≥ −0 1Λ  (2.27)

To determine (2.27), let’s find the values f x b a xn n n n n( ) ( )+ −−Λ 1  for all ad-
missible values xn and choose the maximum among them. This corresponds to the 
maximum xn

* . If the function were known Λn n nb a x− −1( ), then the whole problem 
would be reduced to a problem with one variable.

The solution to the dynamic programming problem is a directed sequential 
enumeration of options, which necessarily leads to a global maximum.

The considered dynamic programming problem (2.23-2.24) can be inter-
preted as the distribution of raw materials (information) with one limited source 
of raw materials (information):

a x bi i
i

n

=
∑ ≤

1

,

where xi  is the amount of raw materials (information) used in the i-th me-
thod of production (transmission of information). Then f xi i( )  is income from 
pro cessing (transmitting information) by the i-th way of xi  units of raw mate-
rials (information).
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OF SCALAR OPTIMIZATION

In some cases, when analytical methods for optimizing objective functions 
can’t be used, numerical methods for optimizing functions implemented on  
a computer are used. A universal numerical method with which it would be pos-
sible to successfully solve all optimization problems does not exist. Therefore, to 
solve each specific type of optimization problem, its own numerical method is 
used. This section discusses some numerical methods for solving scalar nonlinear 
objective function optimization problems.

Works [2, 4, 26, 36, 41] are used in preparing the materials, which can be 
addressed in the course of an in-depth study of these issues.

3.1 The classic method of minimizing the function 
by one variable

Let’s consider a class of functions that, from a computational point of view, 
have an important property, namely, unimodality. A function f  is called uni-
modal on a segment [ , ]a b  if it has a single point of global minimum xmin on this 
segment and to the left of this point is such that it strictly arrives, and the matter 
strictly increases. In other words, the function f  is unimodal if the point xmin  
exists and is unique. Moreover, for any two points x x a b1 2, [ , ]∈  such that for 
x x1 2< , it always follows f x f x( ) ( )1 2<  from inequality x x1 > min that, and ine-
quality x x2 < min follows from inequality f x f x( ) ( ).1 2>  The considered property 
of a unimodal function is illustrated in Fig. 3.1.

x0    а x1 x2 b

f(x)

xb0    а x1 x2

f(x)

Fig. 3.1. Unimodal function
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In the classical method of finding the minimum of a function f  on a seg-
ment [ , ],a b  it is assumed that a continuous function has a continuous derivative 
on the entire segment [ , ],a b  except for a finite number of points. According to 
the classical method, the derivative ′f x( ) is calculated and critical points are de-
termined, that is, such internal points of the segment [ , ]a b  at which the derivative 
takes the value zero or not. Further, the sign of the derivative is examined at each 
critical point and those points are selected from them, when passing through which 
the derivative changes sign from – to + (these are local minimum points). Finally, 
at each of the selected points, including the ends of the segment [ , ],a b  the value 
of the objective function is calculated. Comparing the found values, determine the 
minimum. The point corresponding to this minimum value of the objective func-
tion is the point of the global minimum of the function f  on the segment [ , ].a b

If the function f  has a continuous derivative at each internal point of the 
segment [ , ],a b  then the procedure is simplified: find the points at which the de-
rivative is zero by finding the roots of the equation ′ =f x( ) .0  Having calculated 
the values of the function at the found points (including the ends of the segment), 
a global minimum point is selected.

The main disadvantage of this classical method is the narrow scope of its 
applicability. So, if the numerical values of the objective function are determined 
from observations or as a result of experiments, it is difficult to obtain an ana-
lytical expression for its derivative. But even if a derivative is found, then finding 
the root of the equation ′ =f x( ) 0 can be a complicated computational task, for 
which it can take a lot of time to decouple.

Let’s consider numerical optimization methods, the use of which does not 
require knowledge of derivatives and in which, in addition, the amount of com-
putation of the values of the objective function in a certain sense is the smallest.

3.2 Golden section method

Let’s search for the global minimum point of a unimodal function f  on 
a segment [ , ]a b  so that the number of calculations of the values of this function 
necessary to ensure a given accuracy is as small as possible.

Let’s consider the point x1 on the segment [ , ]a b  and calculate the value f x( ).1  
Knowing the value of the objective function at one point, it is impossible to nar-
row the search area of the point xmin .  Therefore, let’s choose the second point x2, 
so a x x b< < <1 2  to calculate f x( ).2  One of two cases is possible: f x f x( ) ( )1 2≤  
either f x f x( ) ( ).1 2≥  According to the property of unimodal function, in the first 
case, the desired point xmin  can’t be on the segment x b2, ,[ ]  and in the second, on 
the segment a x, .1[ ]  In Fig. 3.2 these segments are marked by hatching. So, now 
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the search area is narrowing: the next search point x3  should be taken in one of 
the shortened segments a x, 2[ ]  or x b1, .[ ]  Since at first nothing is known about 
the position of the point x1,  then both of the above cases are equivalent, that is, 
any of the segments x b2,[ ]  and a x, 1[ ]  can be «redundant» and it follows that the 
points x1  and x2  must be located symmetrically relative to the segment a b, .[ ]  
Further, in order to narrow the search zone as much as possible, these points 
should be «closer» to the middle of the output segment. However, they should 
not be taken very close, since it is necessary to build an algorithm for the imple-
mentation of which a minimum number of calculations of the function values is 
necessary. This occurs when, at the second stage, the narrowing of the search area 
will need to calculate only one value, which should be compared with the existing 
value f x1( ) or f x2( ) depending on which of the two cases was implemented. 
Therefore, if to take the points x1  and x2  near the middle of the output segment, 
then at the second stage the narrowing of the search zone will be insignificant. 
Thus, on the one hand, the points x1  and x2  should be chosen near the middle of 
the segment, and on the other, they can’t be taken very close.

bа x1 x2 x3

Fig. 3.2. Search for the global minimum point of a unimodal  
function f on a segment [a,b]

First, for simplicity, let’s consider a segment 0 1,[ ] of unit length instead a b, .[ ]  
In order for the point x  to be «profitable» both at this and at the next stage,  
it must divide this segment in the same respect as:

 x x
x1

1 2
1

= −
−

.  (3.1)

The equation has one root equal ( ) . .3 5 2 0 382− ≈  About a point x located 
at a distance of ( ) %3 5 2−  length from one of the ends of the segment 0 1, ,[ ]  
they say that it implements the golden section of the segment 0 1, .[ ]  Obviously, each 
segment has two such points located symmetrically with respect to the middle.

In the general case, the lengths of a segment of a point x1  and x2  must im-
plement the golden section of the initial segment a b, .[ ]  Rejecting the part a b1 1,[ ] 
in which xmin obviously can’t be, let’s apply similar reasoning to the shortened 
segment with the only difference that there is one internal point, it implements 
the golden section.
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Let’s give an exact description of the «golden section» method. For conve-
nience, let’s introduce the following notation: a a0 = , b b0 = :

Step 0. Calculate the coordinates of the points implementing the golden sec-
tion of the output segment:

y a b a0 0 0 0

3 5
2

= + − −( ),  z a b y0 0 0 0= + − .

In addition, let’s calculate the value of f y0( ) and f z0( ).
Step 1. As a result of the previous step, the quantities yk−1, zk−1, ak−1, bk−1, f yk−( )1 , 

f zk−( )1  are known. Compare the value of f yk−( )1  and f zk−( )1 . If f y f zk k− −( ) ≤ ( )1 1 , 
then let’s consider a bk k= −1, b zk k= −1, z yk k= −1, and using these numbers, let’s 
calculate the coordinates of the symmetric point (to the left of the one that is) 
y a b zk k k k= + −  and the section f yk( ).

If the opposite inequality f y f zk k− −( ) > ( )1 1  holds, then it should accept 
a yk k= −1, b bk k= −1, y zk k= −1 and calculate the coordinate of the symmetric point (to 
the right of the one that is) z a b yk k k k= + −  along with the value f zk( ).

Next, it is necessary to calculate the length of the next k +( )1  segment, that 
is, the value ∆k k k k kb y z a+ = − = −1 .

The steps of the algorithm are carried out until an inequality ∆k+ =1 ε is 
obtained, where ε > 0  is the specified accuracy of the calculations. Choose the 
smallest of the numbers f yk( )  and f zk( ),  which will be the approximate value 
of the minimum of the objective function. And the point corresponding to it gives 
an approximate value to the sought xmin. In this case, the deviation of the appro-
ximate minimum point from the actual minimum point xmin does not exceed  
the specified calculation accuracy ε.

Let’s establish that the segments a bk k, ,[ ]  k = 1 2, , ,  constructed using the 
golden section method are indeed charged to a point xmin. At the k-th step,  
the value of the length of the segment a bk k,[ ]  is:

 b a b ak k k k− = − −( )− −
5 1
2 1 1 ,  k = 1 2, , .  (3.2)

So,

 ∆k k k

k

k

k
b a b a b a= − = −





−( ) < −( ) →

→∞

5 1
2

0 7 00 0 0 0. .  (3.3)

So, the segment a bk k,[ ]  on which the point is located xmin, with unlimi-
ted magnification k,  is contracted to a point that belongs to all segments  
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simultaneously a bk k, ,[ ]  k=1,2,… . The function f x( )  is unimodal, so only a point 
can be such a point xmin.

Let’s note that in the golden section method at the zero stage two values of 
the objective function are calculated, and at each subsequent stage only one.

3.3 Fibonacci method

In practice, the number of calculations of the objective function is often limited 
to a certain number n.  Thus, the number of calculation steps by the golden section 
method is also limited, not exceeding n −1. The Fibonacci method differs from the 
golden section method only in the choice of the first two symmetric points and 
guarantees more accurate approximations to the point xmin in ( )n −1  steps.

According to the Fibonacci method, at the zero step, the coordinates of the 
first two symmetric points are calculated by the formulas:

 y a
F

F
b an

n
0 0

2
0 0= + −( )

+

,  z a b y0 0 0 0= + − ,  (3.4)

where Fn+2  denotes the n +( )2  Fibonacci number, which is determined by the 
recurrence relation:

 F F Fn n n+ += +2 1,  n = 1 2 3, , , ;  F F1 2 1= = . (3.5)

The first ten Fibonacci numbers matter:

F F1 2 1= = ,  F3 2= ,  F4 3= ,  F5 5= ,  F6 8= ,  F7 13= ,  

F8 21= ,  F9 34= ,  F10 55= .

Further calculations using the Fibonacci method coincide with the corre-
sponding steps of the golden section method. The difference is that finding the 
values ∆k  becomes superfluous, since for k n= −1  the calculation process they 
finish and yn−1  take for an approximate value xmin.

Let’s consider in more detail the situation arising at k n= −1.  Using ma-
thematical induction and the definition of Fibonacci numbers, it is possible to  
prove that:

 ∆k k k
n k

n

b a
F
F

b a= − = −( )− +

+

2

2
0 0 ,  k n= −1 2 1, , , .  (3.6)
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Using these formulas for symmetric points yk  and zk  write the following 
expressions:

 y a a
F
F

b ak k k k
n k

n

= − = + −( )+
−

+

∆ 2
2

0 0 ,  (3.7)

 z a a
F
F

b ak k k k
n k

n

= − = + −( )+
− +

+

∆ 1
1

2
0 0 .  (3.8)

This shows that for k=n–1 two symmetric points merge into one (since 
y zn n− −=1 1) and divide the segment a bn n− −[ ]1 1,  into two equal parts. According  
to formula (3.6), the length of this segment is equal:

∆k
nF

b a= −( )
+

2

2
0 0 .

So, taking yn−1  asapproximate value of the minimum, there is such an estimate of 
the deviation of this value from the true value xmin:

 y x
b a

Fn
n

−
+

− ≤ −
1

0 0

2
min .  (3.9)

Thus, the error of calculations by the Fibonacci method for a fixed n  does 
not exceed the value of the right-hand side of inequality (3.9).

In practice, it can be specified not by the number of calculations n of the 
values of the objective function, but some calculation error ε > 0.  In this case, 
in order to determine the number n necessary to ensure a given accuracy, it is 
possible to use inequality (3.9).

Indeed, if b a Fn0 0 2−( ) ≤+ ε,  then the required accuracy will be achieved. 
Hence the conditions for determining n :

 F
b a

Fn n+ +< − ≤1
0 0

2ε
.  (3.10)

It can be proved that lim ( ) ,
n n nF F

→∞ + = −2 3 5 2  therefore, with signifi-
cant n calculations by the Fibonacci method and the golden ratio method, they  
begin with almost the same pair of symmetrical points.

In substantiating the golden section method and the Fibonacci method, an 
important role is played by the property of unimodality of the function, it is mini-
mized. If the objective function is not unimodal, then the numerical implemen-
tation of both methods will lead, generally speaking, only to the neighborhood  
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of the local minimum point. Moreover, the value of the local minimum may turn 
out to be very far from the value of the global minimum.

3.4 Uniform brute force method

Ideologically (and from the point of view of computer implementation), 
the most simple method for finding the global minimum is the method of 
uniform enumeration. According to this method, the step h > 0  value is fixed, 
the value of the objective function f  is calculated at points x a1 =  (or at  
a point close to the right a ), and x x h2 1= +  the calculated values are com-
pared. Remember the smaller of the two values. Next, calculate the value of the 
functionf with x x h3 2= +  and compare it with the value that is stored in me-
mory. Again, remember a lower value. Thus, they sequentially sort the value f  
in points x x hk k= +−1 ,  k = 4 5, , ,  untilat some point k n=  the next point xn+1 
leaves the segment a b, .[ ]  The value of the objective function that remains in 
memory after stopping (this is min ( )

, ,...,i n if x
=1 2

) is considered an approximate value 
of the global minimum.

In the practical implementation of such a method, the main problem is to 
establish the step size h.  Even with a relatively small h,  there is the possibility  
of slipping through the global minimum.

In the general case, it is impossible to solve the question of how small should 
be chosen h  so that the value of the approximate minimum differs from the true 
value xmin by no more than ε > 0 :

 min min .
, ,..., ,i n i x a b

f x f x
= ∈[ ]

( ) − ( ) ≤
1 2

ε  (3.11)

However, there is a fairly wide class of functions for which this problem  
can be solved. These are functions f that satisfy the Lipschitz condition with  
a constant L ≥ 0 :

 f x f x L x x( ) − ′( ) ≤ − ′  for all x x a b, , .′ ∈[ ]  (3.12)

A function satisfying the Lipschitz condition reaches its smallest value  
on a b, .[ ]  There may be several local minima.

Let the function f  satisfy the Lipschitz condition with constant L  and 
x a h1 2= + / , x x hk k= +−1 , k n= −2 3 1, , , ,  x x h bn n= +{ }−min ; ,1  where n  is se-
lected so that the condition h b x hn/ /2 3 21< − ≤−  is satisfied. Then the choice 
of the step by the formul h L= 2ε /  guarantees the fulfillment of inequality (3.11).
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3.5 Numerical methods for minimizing the objective functions 
of many variables

The general scheme by the descent method. Let’s consider the problem of 
unconditional minimization, that is, the problem of minimizing the objective 
function f x( )

  in the whole space. The essence of all methods for the approximate 
solution of this problem is to build a sequence of points    

x x x x k0 1 2( ) ( ) ( ) ( )…, , , ,  that 
monotonically reduce the value of the objective function:

 f x f x f x f x k   0 1 2( ) ( ) ( ) ( )( ) ≥ ( ) ≥ ( ) ≥ …≥ ( ) ≥ … . (3.13)

Such methods are called descent methods. In the course of using these me-
thods, the following scheme is used. Let the point x k( ) be in the k-th iteration, then 
the direction of descent p Rk n( ) ∈  and the step length along this direction ak > 0  
are determined. The next point in the sequence is calculated by the formula:

   

x x a pk k
k

k+( ) ( ) ( )= +1 ,  k = 0 1 2, , , .  (3.14)

According to this formula, the magnitude of the advancement from the 
point x k( )  to the point x k+( )1  depends on ak  and p k( ). Value ak  is traditionally 
called stride length. Formally, different descent methods differ from each other in 
the way they select a number ak  and a vector p k( ).  If to determine ak  and p k( )  it  
is necessary to calculate only the values of the objective function, the corres-
ponding methods are called zero-order methods or search methods. First- 
order methods also require the calculation of the first derivatives of the objective 
function. If the method involves the use of second derivatives, then it is called  
a second-order method, etc.

However, methods of zero order, as a rule, require significant calculations to 
achieve a given accuracy, since using only the values of the objective function does 
not allow to accurately determine the direction to the minimum point.

The most important characteristic of any descent methods is their conver-
gence. As a rule, the type of convergence of the same method depends on the 
specific type of the objective function, that is, in different tasks the method can 
converge in different ways. With fairly stringent requirements for the function f , 
using this method it is possible to build a sequence that converges at the point of 
global minimum.

Coordinate descent method. According to this method, the descent direc-
tion is chosen parallel to the coordinate axes. First, a descent is carried out along 
the first axis Ox1,  then along the second axis Ox2 and so on to the last axis Oxn .



48

Optimization and mathematical modeling of communication networks

Let’s denote the i-th unit vector of the space Rn  by e i( ),  i. e., the vector 
for which all coordinates are zero, except for the i-th, equal to one. Let x 0( ) is the 
starting point and a0  is some positive number. The point x 1( )  is determined as 
follows. The function f x

( ) value is calculated at   

x x a e= +( ) ( )0
0

1  and the ine-
quality is checked:

 f x a e f x
  0

0
1 0( ) ( ) ( )+( ) < ( ).  (3.15)

If the inequality is true, then along the axis directionof the value of the func-
tion f x( )  decreases and therefore it is believed that:

   

x x a e1 0
0

1( ) ( ) ( )= + ,  a a1 0= .  (3.16)

If (3.15) does not hold, then take a step in the opposite direction and check 
the inequality:

 f x a e f x
  0

0
1 0( ) ( ) ( )−( ) < ( ).  (3.17)

If this inequality holds, let’s consider:

   

x x a e1 0
0

1( ) ( ) ( )= − ,  a a1 0= .  (3.18)

It is possible that both inequalities turn out to be unfulfilled. Then it should 
be considered:

  

x x1 0= ,  a a1 0= .  (3.19)

The second step is performed along the coordinate axis Ox2 : if f x a e f x( ) ( ),
  1

0
2 1( ) ( ) ( )+ < 

f x a e f x( ) ( ),
  1

0
2 1( ) ( ) ( )+ <  then consider   

x x a e2 1
0

2( ) ( ) ( )= + , a a2 1= . If the last inequality does not 
hold, then the inequality f x a e f x( ) ( )

  1
0

2 1( ) ( ) ( )− <  is checked and, if it is satisfied, it 
is considered that   

x x a e2 1
0

2( ) ( ) ( )= − ,  a a2 1= .  If none of the inequalities is satisfied, 
it is considered that  

x x2 1( ) ( )= , a a2 1= . So go through all the n  directions of the co-
ordinate axes. This completes the first iteration; at n-th step, a certain point x n( ) is  
obtained. If at the same time  

x xn( ) ( )≠ 0 ,  then similarly, starting with another ite-
ration x n( ).  If  

x xn( ) ( )= 0  (this is the case when at each step no pair of irregularities 
of the test can be found complete), then the step size should be reduced, taking, 
for example, a an n+ =1 2  and in the next iteration, use the new step size.

Further iterations are performed similarly. In practice, calculations continue 
until some condition for the end of the search for the minimum point of the func-
tion is fulfilled. Often use the following conditions:
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  

x xk k+( ) ( )− ≤1 δ  or f x f xk k +( ) ( )( ) − ( ) ≤1 ε,  (3.20)

where δ  and ε  are some positive numbers characterizing the accuracy of the 
solution to the minimization problem.

The convergence of the method of coordinate descent is guaranteed if  
the starting point x 0( ) is chosen correctly.

This method belongs to the class of methods of zero order and for its imple-
mentation it is not required to calculate derivatives. However, there is a require-
ment for continuous differentiation of a function f.

Sometimes, in an effort to accelerate the convergence of the method, the 
value ak  is selected so that when moving from x k( )  to x k+( )1  along the direction 
of descent, the greatest possible decrease in the objective function is ensured. 
Generally speaking, such a choice ak  leads to the fact that to achieve a given 
accuracy, fewer steps are required. However, the implementation of each step 
will be associated with the solution of the problem of minimizing the function 
of one variable, which will lead to additional calculations. In addition, find-
ing the exact value ak  in this problem is not always possible. If, instead of the  
exact value ak ,  an approximate one is used in this problem, then the decrease 
condition f x f xk k( ) ( )+( ) ( )≤1  may be violated.

Gradient methods. A nonzero anti-gradient ∇ ( )f x( )
 0  indicates a direction, 

a small movement along which x 0( )  does not lead to a value of a function f 
smaller than f x( ).

 0( )  This remarkable property of the anti-gradient forms the 
basis of gradient methods, according to which the k-th iteration are considered 
 

p f xk k( ) ( )= −∇ ( ),  i. e.

  

x x a f xk k
k

k+( ) ( ) ( )= − ∇ ( )1 ,  ak > 0,  k = 0 1 2, , ,... .

These methods differ from each other in the way they select the step size ak . 
A sufficiently small step ak  ensures a drop in the objective function:

 f x f x a f x f xk k
k

k k   +( ) ( ) ( ) ( )( ) = − ∇ ( )( ) < ( )1 , (3.22)

but can lead to a very large number of iterations to achieve the required accuracy. 
On the other hand, the choice of a significant step size can lead to a violation of 
inequality (3.22).

Often, it is recommended to choose a value ak  so that there is a strict descent 
condition:

 f x f x a f x a f xk k
k

k
k

k� � � �( ) ( ) ( ) ( )( ) − − ∇ ( )( ) ≥ ∇ ( )ε . (3.23)
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In the steepest descent method, the value ak > 0  is determined by mini-
mizing the function ϕk

k ka f x a f x( ) = − ∇( ) ( )( ( ))
   of one variable a :

 ϕ ϕk k a ka a( ) = ( )
>

min .
0

 (3.24)

Thus, the motion curve in the steepest descent method is a broken line, 
the neighboring links of which are mutually orthogonal. Moreover, the link  
connecting x k( ) to x k+( )1  lies in the hyperplane tangent to the level surface 
f x f x k ( ) = +( )( ).1

When implementing gradient methods, in addition to (3.22), a condition  
of the form are used:

 ∇ ( ) ≥( )f x k γ ,  (3.25)

where γ > 0  is the fixed accuracy of the calculations.
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OPTIMIZATION PROBLEMS

Designing optimal communication networks requires taking into account at 
a strictly formalized level the aggregate of technical and economic quality indica-
tors. In order to select the optimal design solutions, it is necessary to use multi-
criteria optimization methods, which in essence differ from scalar optimization 
methods. This section discusses the features of the formulation and methods for 
solving such problems.

In preparing the materials in this section, the works [1, 11, 18, 20, 27, 32, 36, 
38, 39, 42, 44, 51] are used, which can be addressed in the course of an in-depth 
study of multicriteria optimization methods.

4.1 Formulation of a multicriteria optimization problem

The task of making a decision is choosing among many possible solutions 
(they are also called options, plans, etc.) such a solution that would be, in a sense, 
the best (optimal) taking into account the totality of quality indicators.

It is convenient to assume that the decision is made by the DM (decision 
maker) to achieve a specific goal. Depending on the specific situation, the role 
of DM can be played by either an individual person (engineer, researcher) or an 
entire team (a group of specialists engaged in solving one problem).

Each possible decision is characterized by a certain degree of goal achieve-
ment. In accordance with this, DM has its own idea of the advantages and disad-
vantages of decisions, on the basis of which one solution is preferred over another. 
The optimal solution is a solution that, from the point of view of the decision ma-
ker, prevails over other possible solutions. The advantages of solutions in practice 
are expressed in different forms, and their mathematical formalization can be a dif-
ficult task, since DM, as a rule, can’t clearly articulate them in mathematical form.

The goal of decision theory is development of the methods that would help 
DM to most fully and accurately reflect their advantages within the framework of 
the corresponding mathematical model and, in the end, reasonably choose a truly 
optimal solution.

In the multicriteria optimization problems considered in this section, let’s 
assume that the set of possible solutions is represented by a vector 



X Rn∈ . Each 
solution 



X  is evaluated by a set of objective functions f x1( ),
  f x2( ),

  …, f xm( ),
  
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defined on the set X . The set of objective functions forms a vector objective func-
tion, which will be denoted by f x f x f x f xm

   ( ) = ( ) ( ) … ( )( )1 2, , , .
Along with the set of feasible solutions X ,  let’s consider the set of estimates 

of vector objective functions:

 Y f X y R y f xm= ( ) = ∈ = ( ){   

,  for some x X∈ }.  (4.1)

Often, the space Rn in which the set X  is contained is called the solution 
space, and the space Rm  in which the estimates y are contained is called the esti-
mation space or criteria space.

Each decision x X∈  corresponds to one specific estimation  

y f x Y= ( ) ∈ . On 
the other hand, each estimation corresponds to a solution x X∈  (there may be 
more than one) in which f x y

 ( ) = .  Thus, there is a close connection between the 
set X  and Y  therefore the choice of optimal solutions in space X  in the indicated 
sense is equivalent to the choice of the corresponding estimates in the criteria space.

1,  f2
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Fig. 4.1 Solution space and criteria space

In the multicriteria optimization problem, certain information about the DM 
benefits is considered known. This is the idea that it is desirable to maximize (or 
minimize) objective functions. In this case, additional information on the advan-
tages of one solution over another can also be known and used.

To describe the DM preferences let’s use such a mathematical concept as 
relations.

Determination of relations. Simple examples of relations have already been 
encountered when < ≤ > ≥ =, , , ,  signs were used to compare real numbers. The 
use of these symbols implies the presence of a pair of numbers, one of which is 
written to the left of the symbol, and the rest is the case. It is said that these num-
bers are in some relation to each other (the first number is greater than the second, 
the first number is greater than or equal to the second, etc.).
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In certain relations, there can be not only numbers, but also more complex 
objects, and the relation between them is of a different nature.

Let’s give an exact definition of the relation. Let A  be some set. Let’s  
create a Cartesian product A A×  – the set of all ordered pairs of elements 
a b, ,( )  where a A∈ , b A∈  are in relation R.  A relation R  is a subset of the set 

A A× , that is R A A⊂ × .  If there is a relation a b R, ,( ) ∈  then it is possible to 
say that the elements a  and b  are in the relation R.  This can also be written 
as aRb. Notation aRb  and bRa  does not mean the same thing, except when 
a b= . On the same set A,  different relations can be given depending on which 
pairs a b,( ) make up the set R.  In particular, a set R  may not contain a single 
pair, contain all possible pairs, that is R A A= × , include only pairs of identical ele- 
ments a a,( ) (equality relation).

Let’s consider examples of relations. Let A Rn= .  Already met the ratio 
> ≥and , given on Rn :





a b≥ ,  which means that a bi i≥ ,  i n= 1 2, , , ;





a b> ,  which means that a bi i> ,  i n= 1 2, , , ,

where 


a b≥ , = (a1,a2,…,an), 




a b≥ , = (b1,b2,…,bn).
One more relation is used on Rn :  



a b≥ ,  which takes place if and only  
if a bi i≥ ,  i n= 1 2, , , ,  and at least for one number i n∈{ }1 2, , ,  a strict inequality 
holds a bi i> .

When n = 1  the ratio ≥  is the same as >  for numbers.
When n = 2  the inequality 



a b≥  geometrically means that the point a  is in 
the shaded area, which has the shape of a right angle with a punctured vertex b, 
the sides of which are parallel to the coordinate axes (Fig. 4.2). And the point a for 
which the inequality a b>  holds is the internal point of such an angle.

2

0 у1

а
а

b

у2

0 у1

а

b

Fig. 4.2 Geometrically means of the inequality 


a b≥  when n = 2
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If A – the set of all lines on a certain plane, but R  are pairs of lines, have no 
common point, then R  is nothing but a parallelism relation of lines.

If A – the set of people, then on this set one can expect, for example, the 
relation «is a relative», etc.

In the set A  automotive internal combustion engines of the same volume, 
you can enter the ratio R :  «economical than». Namely: aRb  the ratio is correct 
if and only if the engine a  has less fuel consumption than the engine b.  Since the 
relation is a certain set, then in different relations given on the same set, all known 
set-theoretic operations can be applied. In particular, it is possible to consider the 
union, intersection and difference of relations > =and . For example, a relation ≥  
for numbers is a union of and. The relation > =and  is the intersection of the 
relations ≥  and ≤,  and the relation ≥  for vectors with Rn  itself is the difference 
of the relations ≥  and = .

Types of relations. Elements a  and b  of the set A  are called comparisons 
in relation R,  if relations aRb  or bRa  are necessarily fulfilled (maybe both, 
together), and not comparable in relation R,  if neither ratio is correct: aRb  
no bRa.  For example, any two real numbers ≥  are comparable in relation, but 
may not be comparable in relation >  (since the inequality a a>  is not cor-
rect). If any two elements of a set A  are compared with a relation R,  then such  
a relation is called complete. If in the set A  there is at least one pair of elements 
that are not comparable in relation R,  then R  call a partial relation. In a set of 
real numbers, the relation ≥  is complete, and the relation >  is a partial relation.  
For set A Rn= ,  the relation ≥  is no longer complete, because, for example, the 
vectors 1 1,−( )Τ  and −( )11,

Τ  are not comparable in relation ≥ .  Hence, in this case, 
the ratio ≥  is partial.

4.2 Sets of optimal solutions

The ratio of advantages and distinguishability. The choice of a solution from 
the set of possible solutions X  is equivalent to the choice of an estimate Y  from 
a set of estimates, thereforein this section, for convenience, the set of possible 
solutions is denoted by Z ,  believing that Z  can be taken as X  and Y .

For definiteness, let’s fix DM. If DM chooses a solution b  from two given 
solutions a  and b,  then it is possible to say that a solution a  is preferable to 
solution b.  Pairs of the form a b,( )  where a b Z, ,∈  for which a solution a  is 
preferable to a solution b,  form a certain set, which is called a strict preference 
relation and is denoted by a symbol  .  The indicated set is a relation defined on 
the set Z .  Accordingly, a notation a b  means that a decision a  for a decision 
maker is preferable to a solution b.
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When a pair of solutions a  and b  is compared predominantly, such a case is 
possible when none of them will be preferred. This is the case if, for example a b= . 
Therefore, the following definition is introduced. It is possible to say that the solu-
tion a  and b,  where a b Z, ∈  is incomparable, if neither a b  nor b a  relations 
are satisfied. In other words, solutions a  and b  are incomparable if they can’t 
be comparable in relation  .  Set of pairs of the kind a b,( ) in which solutions a   
and b  are incomparable are called the ratio of indistinguishability (the ratio of 
indifference) and are denoted by the symbol ~.

It should not be assumed that the relation a ~ b  means equality a b= .  If, for 
example, Z R nn= >( )1  and the relation is taken with respect to the relation ≥ ,  
then ( . )1 0 T ~ ( . )0 1 T  is correct, however ( , ) ( , ) .1 0 0 1Τ Τ≠  The relation a ~ b  can take 
place when the decision maker considers that in the sense of advantage for him 
there is no difference between the solutions a  and b  (in particular, when a b=
). In addition, indistinguishability can also occur if the solution a  and b  the DM 
can’t compare at all with each other.

So, for an arbitrarily selected pair of solutions a b Z, ∈  one and only one of 
the given relations a b b a a b� � ∼, ,  is satisfied.

Finding a set of optimal solutions. Let DM when choosing a solution from 
the set Z  be guided by some strict advantage relation  , which is asymmetric 
and transitive. Let’s use the relation   in order to single out solutions that can 
be «better», that is, optimal solutions. All those solutions for which there are pre-
ferred solutions should be deleted from Z ;  they consciously can’t be considered 
optimal. As a result of such an exception Z ,  there will remain a solution (the only 
solution), each of which can be considered optimal according to this ratio  .

Thus, a solution z Z0( ) ∈  is called optimal with respect   to the set Z  if 
there is no other solution z Z∈  for which a fair relation z z 0( )  exists. Using 
a relation   constructed on the basis of relations   and ~ it is possible to give 
an equivalent formulation: relation z Z( )0 ∈  is called optimal with respect to the 
relation   if the relation z z ( )0  is not satisfied for any other z Z∈ .

The set of all optimal solutions of the set Z  is denoted by opt Z


.  De-
pending on the structure Z  and type of relation  , the set opt Z



 may con-
tain a single element, a finite or infinite set of elements, and also not contain  
a single element.

Theorem 4.1. If the set Z  is not empty and contains a finite number of ele-
ments, and the relation   is asymmetric and transitive, then the set of optimal 
solutions is nonempty opt Z



≠ 0.
The proof of this statement is constructive and in fact is an algorithm for 

finding the whole set of optimal solutions. Let’s introduce the notation:

Z Z z z z n= = { }( ) ( ) ( )
1

11 12 1 1, , , .
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If n1 1=  that:
Z z opt Z1

11
1= { } =( )



.

Therefore, let’s further consider n1 1> .  The first step of the algorithm is  
a pairwise comparison of the solutions z i1( ) for each of the latest solutions. If a rela-
tion z z i11 1( ) ( )

  holds for some i n∈{ }2 3 1, , , ,  then the solution z i1( )  is removed 
from the set Z1 :  it can’t be optimal. Otherwise, when z z i11 1( ) ( )≈  or z z i11 1( ) ( )

  the 
solution z i1( )  is ever stored. After all comparisons are complete, the solution z 11( ) 
should also be excluded from Z1.  Moreover, if there is no relation z zi1 11( ) ( )

  for 
which the relation i n= 2 3 1, , ,  turned out to be fulfilled, then the solution z 11( ) 
is optimal and must be remembered. The set of decisions left as a result of the 
withdrawal is denoted by

Z z z z n
2

21 22 2 2= { }( ) ( ) ( ), , , ,  n n2 1< .

If Z2 = ∅,  then the solution z 11( )  is optimal (it is stored in memory),  
because through asymmetry of the relation   turns out that the relation z zi1 11( ) ( )

  
i n= 2 3 1, , ,  can’t take place. In this case Z2 ≠ ∅,  the procedure for finding the set 
is completed. If, then go to the next step of the algorithm.

The second step is similar to the first and consists in pairwise comparing the 
solutions z 21( ) for each of the solutions z z n22 2 3( ) ( ), , .  All solutions z i2( )  for which 
z zi2 21( ) ( )

  are excluded from the set Z2.  In addition, decision z 21( )  is excluded. At 
the same time, if there is no relation i n= 2 3 2, , ,  for which z opt Z21

2
( ) ∈



 turned 
out to be fulfilled, then, moreover, z opt Z21

1
( ) ∈



 the decision z 21( )  should be re-
membered. In fact, the relation z z11 21( ) ( )

  can’t take place, since the solution z 21( ) 
is not removed from Z1  in the first step. The relation z zi1 21( ) ( )

  for z Z Zi1
1 2

( ) ∈ \ , 
i ≠ 1  also can’t be fulfilled, since z z i11 1( ) ( )

  and relation   is transitive: from 
z z i11 1( ) ( )

  and z zi1 21( ) ( )
  it follows that z z11 21( ) ( )

 . Set of decisions remaining  
after the exception are denoted by

Z z z z n
3

31 32 3 3= { }( ) ( ) ( ), , , ,  n n3 2< .

If Z3 ≠ ∅,  then go to the next step, etc.
The algorithm is such that according to the transitivity of the relation  , 

the solution z k1( )  that is optimal on the set Zk is optimal on Zk−1, k = 2 3, , , and 
therefore on the original set Z1.

Since the set Z1  contains a finite number of elements, the procedure will end 
in a finite number of steps.

The solutions stored in memory form the desired nonempty set of optimal 
solutions with respect to  :  opt Z



.
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Let’s estimate the «laboriousness» of the formulated algorithm, that is, let’s 
determine the smallest and greatest possible number of pairwise comparisons that 
will be required to find the entire set opt Z



. The smallest number of compari-
sons n1 1−  takes place if z z i11 1( ) ( )

 , i n= 2 3 1, , , .  In the «long version», all possible 
pairs of solutions will have to be compared with each other and therefore the 
maximum number of comparisons is equal n n1 1 1 2−( ) / .

4.3 Pareto optimal estimates and solutions

Consistency of relation of advantage on the sets of decisions and esti-
mates. Let the objective vector function 



f x f x f x f xm( ) = ( ) ( ) … ( )( )1 2, , ,  be defined 
on the set of feasible solutions X Rn⊂ .  Given a set X  in a mapping 



f( )•  cor-
responds to a set of estimates Y ;  it is determined by equality (4.1). Let’s assume 
that on sets X  and Y  given the relation is a strict advantage 

X
  and 

Y
  respec-

tively. Each decision x X∈  corresponds to a specific estimation 




y f x Y= ( ) ∈   
and, conversely, to each estimate y  correspond such decisions x  for which 


 

f x y( ) = .  Therefore, these relations are consistent with each other: � �
�

y y
Y

′
�
�
�

y y
Y

′ 
takes place if and only if � �

�
x x

X
′,

�
�
�

x x
X

′, where 




y f x= ( ), and 




′ = ′( )y f x . Thus, the  
results formulated in terms of estimates can be reformulated with respect to solu-
tions, and vice versa.

Multicriteria problems. Let’s consider two arbitrary estimates y,  ′ ∈


y Y , 
which are interconnected by inequality  

y y≥ ′  (that is  

y y≠ ′). Moreover, the 
estimation y  may be better for the decision maker than ′



y .
The multicriteria maximization problem is characterized by the fact that esti-

mation ′


y  always prevails ′


y ,  if only  

y y≥ ′.  In other words, in the multicriteria 
maximization problem, the following axiom is considered fulfilled.

Pareto axiom (in terms of estimates). For any two estimates y,  ′ ∈


y Y  cor-
responding inequalities  

y y≥ ′,  the relation � �
�

y y
Y

′
�
�
�

y y
Y

′ is always satisfied.
Pareto axiom (in terms of solutions). For any two decisions x  for which 









f x f x( ) ≥ ′( ) is correct, there is always a relation � �
�

x x
X

′.
�
�
�

x x
X

′.
In the multicriteria minimization problem, it is believed that for two arbi-

trary estimates y,  ′ ∈


y Y ,  connected by inequality ′ ≥
 

y y,  relation � �
�

y y
Y

′
�
�
�

y y
Y

′ is always 
satisfied. For definiteness, we restrict ourselves to the consideration of maximiza-
tion problems. The results and conclusions can be easily reformulated as applied 
to minimization problems.

The Pareto axiom imposes certain requirements on the nature of the relation 
of advantage in the multicriteria maximization problem. Namely: for a decision 
maker, it is advisable to obtain the greatest possible value for each of the crite-
ria f f fm1 2, , , ,  that is, maximize each of the criteria. The maximum point in  
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the set X  at the same time for all functions f f fm1 2, , ,  is consciously the optimal 
solution to the multicriteria maximization problem. However, in practice this case 
is extremely rare, since such a maximum point, as a rule, does not exist. Therefore, 
in the absence of additional information about the advantages 

X
  and 

Y
  in the  

multicriteria problem, it is possible to find only a certain upper bound for  
the desired set of optimal solutions.

Pareto optimality. According to Pareto axiom, relation ≥  plays an important 
role in multicriteria problems. Therefore, the set of optimal estimates with respect 
to ≥  in the set Y  has a special name: the set of Pareto optimal or effective esti-
mates. This set is denoted by P Y( ).  Using the symbols adopted in the previous 
section, by definition, you can write: P Y opt Y( ) = ≥ .  Further let’s use the notation 
P Y( ). Thus, inclusion y P Y0( ) ∈ ( )  takes place if and only if there is no other 
estimate y Y∈  for which the inequality  

y y≥ ( )0  holds.When m = 1,  the relation 
≥  turns into a relation >  for numbers, the Pareto optimal estimate coincides 
with the maximum element of the number set y R⊂ .  If m = 2  (that is, two 
criteria), then the set P Y( )  has a simple geometric interpretation in the criteria  
space (Fig. 4.3).

'

у2

0 у1

а b

c d

e

f

Y

P(Y )

Fig. 4.3 Geometric interpretation in the criteria space

For the set Y  shown in this figure, the Pareto optimal estimates consist of 
the points of the curve bc  (excluding the point c ) and the line de.  P Y( )  is the 
«northeastern» boundary of the set Y  without those parts of it that are parallel 
to one of the coordinate axes or lie in «deep dips». In order to verify this, it is 
enough to recall that all points y R∈ 2  for which the correct inequality  

y y≥ ′ 
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forms a right angle, the sides of which are parallel to the coordinate axes, and 
the vertex is a point ′



y .  Therefore, if for a point ′ ∈


y Y  the indicated angle is 
located outside the set, then this point is Pareto optimal, otherwise it will not  
be like that.

A solution x X0( ) ∈  for which inclusion 




y f x P Y0 0( ) ( )= ∈ ( )( )  is true is called 
a Pareto optimal or an effective solution with respect to a vector function 



f( )•  on 
the set X .  The sets of all such solutions are denoted by P Xf ( ).  Thus, inclusion 


x P Xf
0( ) ∈ ( ) takes place if and only if there is no x X∈  such that the inequa-

lity 








f x f x( ) ≥ ( )( )0  holds.
If m = 1, then formulated definition of the Pareto optimal solution turns 

into the definition of the maximum point of a numerical function f1( ).•  Thus, 
the concept of the Pareto optimal point can be considered as a generalization of 
the concept of the maximum point of the objective function to the case of several 
objective functions.

4.4 Practical features of choosing the optimal design  
options for systems, taking into account the totality  
of quality indicators

Multicriteria optimization defines the rules for choosing the optimal design 
solutions – the optimal options for building the system, taking into account the 
totality of the system quality indicators. Vector optimization methods have gained 
rapid development both in the field of system-wide analysis and in the field of 
radio engineering systems, in particular, telecommunication systems. This was 
caused by the objective need to take into account when designing the totality of, 
as a rule, conflicting technical and economic requirements for the system. The 
main principles of multicriteria optimization are used in the synthesis and analy-
sis of a system when a project of an optimal system is created using mathematical 
models of messages, signals, interference, optimality criteria, as well as methods 
for choosing optimal design solutions.

Let’s consider the practical features of a formalized formulation and the main 
methods for solving multicriteria optimization problems that can be used at the 
initial stages of designing optimal communication systems and networks, taking 
into account the totality of quality indicators.

Features of the formulation of the problem of designing optimal systems. When 
designing optimal systems, the statement of the problem plays an important role.  
No wonder they say that the correct formulation of the problem by half gives its 
successful solution. Let’s consider the problems of a formalized formulation of the 
problem of designing an optimal system taking into account the totality of quality 
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indicators. Let’s assume that an alternative design solution is an option to build  
a system φ.

In general terms, the system can be represented as an ordered set of elements, 
relations between them and their properties. Their unambiguous task completely 
determines the construction and effectiveness of the system. Let’s assume that 
the system φ = ( )S p,

  construction option is determined by the structure S  and 
vector of parameters p.

These abstract system definitions should be specified in the design process. 
When designing, the structure of the optimal system should be determined as 
a set of relevant elements and the relations between them, and the values of the 
optimal parameters of this system should be obtained.

Initial data for the design of the system include: a set of working conditions 
of the system Y{ };  restrictions on working conditions, structure and system pa-
rameters Qs{ };  a set of quality indicators 



K k km= ( )1,......,  and restrictions on the 
values of these quality indicators Q

k
{ }; system optimality criterion.

Let’s consider examples of input data in the design of communication sys-
tems. The working conditions Y{ }  of a communication system may include: the 
type and characteristics of messages, signals, interference, communication chan-
nels. Restrictions on the structure of the system Qs{ }, depending on the specific 
task, can be set both weak and hard. In particular, these are general requirements 
for a class of communication systems, for example, requirements for a system to 
be single-channel, have free access, and do not include a return (service) channel, 
repeaters. For more stringent restrictions, the principle of the system’s operation, 
the type of modulation, the decomposition of the system and even the complete 
structure are set, and during the optimization process, only the vector of internal 
parameters of the system varies. Moreover, restrictions on system parameters (for 
example, modulation parameters, signal power or interference, number of chan-
nels) can be of the type of equalities, inequalities, or some functional connection.

The vector of quality indicators 


K k km= ( )1,......,  includes a set of external 
parameters of the communication system that characterize the main tactical and 
technical characteristics of the system, for example, message transmission speed, 
probability of transmission errors, throughput, reliability, message delay time, 
probability of false message delivery. When setting the task, it is not numerical 
values that are set, but only the composition of quality indicators that should be 
taken into account when optimizing the system. At the initial stages of design, 
as a rule, only the most important quality indicators are taken into account. The 
restrictions Q

k
  imposed on the numerical values of quality indicators can also be 

of the type of equalities, inequalities or functional relations.
Systems that satisfy the totality of data Y Qs{ } { },  are called valid, and sys-

tems that satisfy the restrictions on the values of quality indicators Q
k
{ } are called 
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strictly valid. Previously, when designing systems, they were limited to choosing 
strictly acceptable systems. With the complication and increase in the cost of the 
systems designed, it becomes relevant to search for optimal quality indicators for 
the system as a whole.

Of all strictly admissible systems, the optimal (best) is the system to which 
the best (in the previously established sense) value of the vector 



K  corresponds. 
To select an optimal system, one should choose or justify a criterion for the ad-
vantage of one system over another (optimality criterion), that is, a rule based on 
which one value of the vector of quality indicators 



K  should be recognized as the 
best in comparison with another value.

Thus, the task of designing an optimal system is formulated as follows: to find 
a system that satisfies the totality of the source data Y Q Qs k{ } { } { }, ,   and does not 
have a vector of quality indicators 



K , it is better according to the chosen advantage 
criterion.

Designing, carried out taking into account the totality of quality in-
dicators 



K k km= ( )1,......, , is called vector synthesis (vector optimization, op-
timization by vector criterion, multi-criteria optimization). In contrast, the 
synthesis of a system, taking into account one quality indicator m =( )1 ,  is  
called scalar.

Depending on the formulated initial data, finding the optimal system can 
be reduced to solving various mathematical problems of optimization problems:

1. Synthesis of the optimal structure of the system, which means finding 
the optimal structure of the system.

2. Parametric optimization, that is, the choice of optimal values of the sys-
tem parameters for a given structure.

3. Discrete selection of optimal system options with a finite set of valid 
options.

Mathematical methods for optimizing parameters and discrete selection are 
well developed and are widely used in system design. Synthesis of the structure 
of the system is a difficult task and often encounters difficulties not only mathe-
matical, but also fundamental in nature, associated with information uncertainty 
in formulating the conditions of the system, as well as the choice of a generalized 
objective function of the system.

When forming the target function of the system and its optimization, the 
difficult task of «approximating» the function of choosing the optimal system, 
which is in the imagination of the customer of the system, another function of 
choice is formalized in the form of a certain criterion of optimality using strict 
mathematical methods. As a rule, it is not immediately possible to select a global 
optimality criterion in the form of a scalar objective function, it includes a set of 
quality indicators and the optimization of which would lead to the selection of  
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a single optimal variant of the system. Therefore, there is a need to introduce  
a set of objective functions related to the corresponding quality indicators, which  
leads to the need to solve multicriteria optimization problems. With the intro-
duction of the vector objective function 



K k k kmφ φ φ φ( ) = ( ) ( ) ( )( )1 2, ,..., , the set 
of valid variants Φv  of the system, each version of which is characterized by  
a corresponding vector of estimates ν ν ν ν= ( )1 2, ,..., m  and is mapped into the cri-
teria space of vector estimates Φv

mY R→ ∈ .  This makes it possible to compare 
the system options with each other in the criteria space Y  and select the optimal 
vector estimates and the corresponding optimal system options according to  
a certain optimality criterion.

Formation of the set of valid variants of the system based on the morphological 
approach. When defining the set of acceptable options for technical systems of 
widespread use, he acquired a morphological approach, which is characterized by 
the following factors:

– identification of the maximum list of the basic functions of the sys-
tem and the decomposition of the system into subsystems according to  
functional features φl l L, , ;={ }1

– determination of various alternative ways of implementing each subsystem 
and setting acceptable options for their construction Φ l l l lKl

= { }φ φ φ1 2, , , ;

– formation of various options for constructing the system as a whole on 
the basis of morphological classes – the set of options for constructing 
each subsystem for which the conditions are satisfied: σ l l( ) = Φ , l L= 1, , 
σ σl j( ) ∩ ( ) = 0.

A morphological table is formed (Table 4.1). Each variant of building a sys-
tem is determined by various possible variants of subsystems.

Ta b l e  4 . 1
Morphological table for specifying the set of valid system options

Morphological 
classes

Possible ways to implement 
the subsystem

Number of ways to implement 
the system

σ( )1 φ φ φ φ11 12 13 1 1K K1

σ( )2 φ φ φ φ21 22 23 2 1K K2

.... ... ...

σ( )l φ φ φ φl l l lK1 2 3 1
Kl

... ... ...

σ( )L φ φ φ φL L L LKL1 2 3 KL
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When forming the set of acceptable variants of a system, restrictions on the 
structure, parameters and technical implementation of individual subsystems  
and systems as a whole, as well as acceptable combinations of combinations of 
individual variants of subsystems among themselves should be taken into account. 
The number of possible system options is defined as:

Q Kl
l

L
= ∏

=1
.

The choice of the optimality criterion of the system. When solving optimization 
problems, the question of choosing a system optimality criterion is very impor-
tant. It is the criterion of optimality that determines the true value of the designed 
system. No convenience of a mathematical or other nature can compensate for 
the harmful consequences of applying an inadequate criterion for the optimality 
of the system.

The choice of the criterion of optimality, as already noted, is associated with 
the formalization of the imagination of the customer of the system (DM) about 
the advantages of the system and its optimality. There are two approaches to de-
scribing the advantages of one variant of a system over another: ordinalistic and 
cardinalistic.

Cardinal approach to describing customer preferences ascribes to each sys-
tem φ ∈Φv  a numerical value of the utility function U φ( ).  The utility function 
determines the corresponding order (or advantage) R  on the set Φv  if and 
only if the inequality U U′( ) > ′′( )φ φ  holds for the various options ′ ′′φ φR . In this 
case, it is said that the utility function U φ( )  is an indicator of advantage R.  In 
fact, this approach is associated with the task of such a scalar objective function, 
the optimization of which in the general case can lead to the choice of a single  
best (optimal) version of the system:

φ φ
φ

0 = ( ){ }
∈

arg .
Φv

extr U

However, at the initial stages of system design, it is rather difficult to define 
a scalar utility function. Therefore, a set of quality indicators and related objective 
functions are first introduced. This is due to the following reasons: the versatility 
of the technical requirements for the designed system; the need to ensure the opti-
mality of the system under various conditions of its operation; the system consists 
of several interconnected subsystems and the optimality of the system as a whole 
is determined by the efficiency of its components.

Due to the fact that the system φ  has to be characterized by a combination of  
quality indicators and related objective functions, this complicates the process  
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of choosing the optimal system options. There are three cases: quality indicators 
are not related; quality indicators are interconnected but consistent; quality indi-
cators are interconnected and are competing (antagonistic).

In the first case, finding the optimal system options is performed by optimiz-
ing for each of the objective functions independently:

 φ φ
φ

0 1i i
v

extr k i m= ( ){ } =
∈

arg , , .
Φ

 (4.2)

In the second case, the best options can also be found by optimizing individ-
ual objective functions, that is, this case is close to the first.

In the third case, the extrema for different objective functions do not co-
incide. The solution to this optimization problem is a consistent optimum of 
objective functions. The agreed optimum is that the minimum (maximum) value 
of each of the objective functions is achieved, provided that the other objective 
functions take fixed but arbitrary values.

Ordinary approach appeals to order (better-worse) and is based on the in-
troduction of certain binary relations on the set of valid variants of the system. 
In this case, the concept of preference for the customer of the system is a binary 
relation R  on the set of admissible systems Φv ,  which reflects the imagination of 
the customer of the system, the system ′φ  is better than the system ′′φ :  ′ ′′φ φR .

In practice, often when choosing a system on a set Φv ,  one can be guided by 
the relation of strict advantage  , which is asymmetric and transitive. Moreover, the 
system φ0 ∈Φv  is called optimal in relation   if there is no other system φ ∈Φv  for 
which relation φ φ 0  is rightly. Set of the optimal systems with respect to   are de-
noted by opt v

Φ . Depending on the structure of the admissible set Φv and properties 
of the relation  , the set of optimal systems may include a single element, a finite or 
infinite number of elements. If the inseparability relation coincides with the equality 
relation = ,  then the set opt v

Φ  (if it is not empty) consists of a single element.
With the introduction of the set of objective functions, each system is cha-

racterized by a vector of estimates ν ν ν ν= ( )1 2, ,..., m  and is mapped to the criteria 
space. Moreover, the indicated strict advantage relation also exists for vector 
estimates. The consistency of the relation of preference on the set of design de-
cisions Φv  and in the space of vector estimates V  establishes the Pareto axiom. 
According to it, for any two vector estimates ′ ′′ ∈

 

v v V,  satisfying the vector in-
equality ′ ≥ ′′

 

v v , the relation ′ ′′φ φ  always holds.
The set of optimal estimates ≥  with respect to space V  is called the set of  

Pareto optimal or effective estimates and denote P V opt V( ) = ≥ . Inclusion v P V0 ∈ ( ) 
takes place if and only if there is no estimate for which the inequality  

v v≥ 0  holds. 
Such a criterion for choosing optimal solutions is called the unconditional advan-
tage criterion (UAC) or the Pareto criterion.
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Design decisions, that is, options for constructing a system φ0 ∈Φv  for which 
inclusions 



v K P V0 0= ( ) ∈ ( )φ  are justified, are called Pareto optimal with respect 
to the vector objective function 



K( )φ  defined on the set Φv ,  and are denoted as 
P

K v
 Φ( ). In other words, φ0 ∈ ( )P

K v
 Φ  if and only if there is no such system φ ∈Φv 

for which the vector inequality holds:

 
 

K Kφ φ( ) ≥ ( )0 .  (4.3)

Relation (4.3) means that the inequalities k kj jφ φ( ) ≥ ( )0  of all j m= 1,  are 
fulfilled, and at least one of the quality indicators satisfies strict inequality.

It should be noted that the strict advantage relation ≥ , which takes place for 
vector estimates, turns at m = 1  into a relation >  for scalar estimates. In this case, 
the Pareto optimal estimate coincides with the extremum of the scalar objective 
function k φ( ).  Thus, the concept of Pareto optimality should be considered as  
a generalization of the concept of optimum in the case of several objective func-
tions. Moreover, the Pareto optimum is a consistent optimum of interconnected 
and competing system quality indicators.

The following properties are characteristic of Pareto optimal design so-
lutions:

1. All elements of the set of admissible variants of the system Φv that do 
not belong to the Pareto optimal set P

K v
 Φ( ) are certainly worse.

2. Neither the Pareto optimal system from the set P
K v
 Φ( ) can be recog-

nized unconditionally worse or better in comparison with other systems 
of this set. This means that they are all incomparable according to the 
Pareto criterion.

3. If the set P
K v
 Φ( )  is consistent, that is, it contains only one element (sys-

tem), then the corresponding version of the system is the best.
4. Each Pareto optimal system corresponds to the potentially possible value 

of each of the quality indicators k k km1 2, , ..., ,( )  which can be achieved with 
fixed but arbitrary values of other m −( )1  quality indicators. This is a multiple 
m-optimum property. The totality of such optimal values of quality indica-
tors is the multidimensional potential characteristics of the system (MPC).

5. The optimal surface is a geometric site of Pareto optimal estimates has  
a strictly monotonic character, that is, each of the functions:

 

k f k k k

k f k k k

m

m

10 1 2 3

20 2 1 3

= ( )
= ( )

, , ..., ,

, , ..., ,

....................................

, , ...,k f k k km m m0 1 2 1= ( )−

 (4.4)
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for Pareto optimal estimates monotonically decreases for each of the arguments. 
These dependencies are called multidimensional exchange diagrams (MED) for 
Pareto optimal systems.

Compared with the one-dimensional MPC potential characteristics of the 
system and the associated MEDs, they are characterized by two important proper-
ties. Firstly, they give the best (potential possible) value of not one, but each of the 
selected quality indicators. Secondly, they indicate how the value of some quality 
indicators should be changed to improve other quality indicators and this can be 
done by changing the structure or parameters of the system.

Some methods for finding Pareto optimal solutions. Most methods for finding 
Pareto optimal solutions are based on certain Pareto optimality conditions. In the 
general case, sufficient and necessary Pareto optimality conditions are used. In 
particular, a solution is Pareto optimal if it is a solution to the problem of maxi-
mizing a certain function growing in relation. In fact, the solution of the Pareto 
optimization problem reduces to the set of corresponding scalar optimization 
problems with some restrictions. If the optimality conditions are used is also 
sufficient, then the set of solutions found in this way is the set of Pareto optimal 
solutions. Otherwise, the set found may include unnecessary solutions that must 
be rejected.

Finding the set of Pareto optimal systems can be carried out either by 
directly sorting out all strictly admissible system variants and checking condi-
tion (4.3), or using special methods, for example, the method of successive as-
signments, the weight method, and the method of performance characteristics. 
The choice of a suitable optimization method depends on the content of the for-
mulated input data and the type of the design task. Let’s consider the features of  
some methods.

Discrete brute force method. When solving the optimization problem by 
enumeration according to condition (4.3), it is assumed that the set Φv has finite  
power. Such tasks arise, for example, when choosing from already known («avail-
able» or in the form of technical projects) system options. In particular, many 
feasible systems can be formed on the basis of the well-known morphological 
approach as various feasible combinations of a certain number of subsystems. 
It is important to note here that even for relatively simple systems consisting of 
only a few subsystems, the number of permissible combinations of the latter can 
be significant (tens and hundreds of thousands). Therefore, although there are no 
fundamental difficulties in using the enumeration method, in practice, computa-
tional difficulties are possible.

Performance method. The method consists in finding an extremum of one of 
the objective, for example, the first function on the set of strictly admissible sys-
tems, provided that all other objective functions are constrained by equality type:
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 extr k
vφ

φ
∈

( )
Φ 1  at k k k kf m mf2 2φ φ( ) = ( ) =, ..., .  (4.5)

Pareto optimal variants of the system are found by solving many scalar opti-
mization problems with various allowable combinations of fixed values of quality 
indicators k kf m f2 , ..., .

Obviously, the optimal value of the indicator k o1  in the general case will 
depend on the fixed values of other quality indicators k f k k ko p f f m f1 2 3= ( ), ,..., . 
The dependencies found in this way for admissible combinations of fixed va-
lues k k kf f m f2 3, ,...,  in the criteria space are the working surface. The working  
surface corresponds to a family with m −( )1  one-dimensional performance cha-
racteristics:

k f k k ko p m1 2 3= ( ), ,..., ,

 k f k k ko p m1 2 3= ( ), ,..., ,  (4.6)

....................................

k f k k ko p m1 2 3= ( ), ,..., .

Variables underlined here are considered as fixed parameters.
The working surface has the following characteristic properties:
1. The working surface includes all Pareto optimal points, but along with 

them it has a number of certainly worst points. They should be discarded 
from further consideration.

2. A necessary and sufficient condition for the working surface to coincide 
with a Pareto optimal set is its strict monotonicity, that is, a monotonous-
ly descending character with respect to each of the arguments. In this 
case, the working surface determines the MPC of the system.

The main difficulties when using the method of performance characteristics 
are solving the scalar optimization problem under conditions of m −( )1  equali-
ty type constraint. But in many practical cases, this problem can be brought to  
a specific structure of the system with arbitrary parameters.

Weight method. During its application, Pareto optimal solutions are found by 
optimizing the weighted sum of objective functions of the form:

 extr k k a k a k
v

w m mφ
φ φ φ

∈ −= ( ) + ( ) + + ( ){ }
Φ 1 1 2 1...  (4.7)

with valid combinations of positive weights a a am1 2 1, ,..., .−  In this case, the optimal 
values kw0  and the corresponding values of the quality indicators k k kw w mw1 2, ,...,  
are found:
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 k k a k a kw w w m m w= + + + −1 1 2 1... .  (4.8)

In general, the values k kw m w1 ,...,  depend on the selected weights a am1 1, ..., :−

 

k f a a

k f a a

w w m

w w m

1 1 1 1

2 2 1 1

= ( )
= ( )

−

−

, ..., ,

, ..., ,

................................

, ..., .k f a amw mw m= ( )−1 1

 (4.9)

To solve the optimization problem (4.7), as well as to find the dependen-
cies (4.9), it is necessary to perform optimization for all possible combinations of 
coefficients 0 < < ∞a j , j m= −1 1, .

Having solved the system with m  equations (4.9), it is possible to obtain the 
dependence:

 k f k k kw w w w m w1 1 2 3= ( ), ,..., .  (4.10)

In the m-dimensional space of vector estimates, this dependence is con-
sidered as the equation of the weight surface. It is easy to see that the use of the 
weighted method reduces to many scalar optimization problems, in particular, the 
well-known method of Lagrange multipliers.

The weight surface has the following properties:
1. Includes only Pareto optimal points, that is, none of the worst worst 

points can belong to this surface.
2. In many cases, the weight surface is completely defined and continuous 

in the entire range of quality indicators k k km2 3, ,..., .
In such cases, the weight surface coincides with the Pareto optimal set.
So, when using the considered methods, as well as their modifications, the 

vector optimization problem reduces mathematically to solving many scalar opti-
mization problems, taking into account various kinds of restrictions.

In the general case, when solving optimization problems (4.5), (4.7), the system 
operator φ = ( )S p,

  varies, that is, both the structure S  and the parameters p  of the 
system. In this case, methods of calculus of variations, functional analysis, theory of 
statistical solutions, and theory of information can be used. With a fixed structure  
of the system S , the problem of finding the optimal version of the system is reduced 
to the problem of optimizing the vector of parameters p . In some cases, this prob-
lem can be solved by linear, nonlinear, or dynamic programming methods.

If the Pareto set P Y( )  is relatively narrow, then any Pareto optimal estimate 
and the corresponding system can be taken as the optimal solution. In such cases, 
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it is possible to assume that the strict advantage relation   coincides with the 
relation ≥  on the set of vector estimates, and opt Y P Y



= ( ).  At the same time, 
they often do not resort to searching for the whole set of Pareto optimal systems, 
but immediately choose one of the Pareto optimal options.

However, often set P Y( )  is too big. This indicates that the relations  and 
≥ , although related by the Pareto axiom, does not coincide. To narrow the set 
of Pareto optimal estimates, one should use the conditional advantage crite-
rion (CAC), which reduces to the formation of some scalar function of choosing 
the only option, which can be set after receiving additional information from 
the decision maker about his understanding of the advantages of one system  
over another.

This raises the question: does it make sense to make the choice of sys-
tem options based on the unconditional advantage criterion – the Pareto 
criterion, if at the final stage you still have to introduce a conditional advan-
tage criterion. In support of the feasibility of searching for Pareto optimal 
system options using UAC at the initial stages of optimal design, we note the  
following:

1. UAC allows to find all Pareto optimal systems, that is, reject the worst-
case system variants.

2. UAC allows to find the potential (best possible) values of each of the qua-
lity indicators and the relation between them, that is, MPC and MED.

3. Methods for finding Pareto optimal systems are reduced mathematically 
to the optimization of scalar objective functions, that is, they reduce the 
solution of the vector synthesis problem to a certain set of scalar synthe-
sis problems.

4. In a degenerate case, UAC allows one to find the best single system.
5. In the non-degenerate case of finding Pareto optimal systems often leads 

to the same system structure, but with different parameters.
6. Even when at the final stage of the synthesis it is necessary to introduce 

CAC to select a single system, it is better to introduce various conven-
tions at a later stage of design.

Narrowing methods for the set of Pareto optimal solutions. The formal model 
of the Pareto optimization problem does not contain information for choosing  
a single alternative. Moreover, the set of admissible variants of the system only 
narrows to the Pareto set by eliminating the certainly worst-case variants with 
respect to  . However, for subsequent stages of system design, as a rule, a sin-
gle version of the system should be selected. Therefore, it becomes necessary to 
narrow the set of Pareto optimal solutions with the use of additional information 
about the relation  . Such information appears as a result of a comprehensive 
analysis of the structure and parameters of Pareto optimal system options,  
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multidimensional diagrams of the exchange of system quality indicators, the 
relative importance of quality indicators, and a comparative analysis of the ob-
tained system variants among themselves. Such an analysis is carried out with the 
involvement of decision maker.

The additional information obtained in this case can be used to construct 
some scalar objective function U k km1 φ φ( ) ( )( ),..., , it depends on a set of quality 
indicators. Optimization on the set of Pareto optimal solutions P

k v
 Φ( ) leads to 

the choice of a single optimal variant of the system:

 φ φ φ φ0 1 1 1= ( ) ( )( )( ) ∈ ( ) = −extr U k k P j mm k v,..., , , , . Φ  (4.11)

The general requirement for a function U k km1, ...,( ) is ensuring that it is mo-
notonous (increasing or decreasing) for each of its arguments.

There are both objective and subjective approaches to the construction 
of such a function. In some cases, on the basis of considering the purpose 
of the system designed as part of a more complex supersystem (complex), 
objective me thods can establish the relation of the quality indicators of the  
system k km1,...,( ) with some global quality indicator K  of the supersystem in  
the form of an appropriate function K U k km= ( )1,..., .  However, in most cases 
it is not possible to objectively introduce such a function, and it is necessary to 
resort to its construction to a large extent by subjective methods. Let’s consider  
some of them.

Selection of optimal solutions using value functions. One of the widely used 
methods of narrowing the set of Pareto optimal solutions is the use of a scalar 
value (utility) function, the optimization of which leads to the selection of one 
of the optimal options for the system. A numerical function U v vm1,...,( ) is called 
a value function for a strict advantage relation  , if for arbitrary estimates ′v , 


′′ ∈v Y  in the criteria space Y  inequality U v U v
 

′( ) > ′′( ) occurs if and only if 
 

′ ≥ ′′v v . Let’s suppose that a strict advantage relation   satisfies the Pareto axiom. 
Moreover, the relations � � �′ ′′v v  follows from inequality  

′ ≥ ′′v v , which means 
U v U v
 

′( ) > ′′( ) that there is a value function U v
( )  that is growing in relation ≥ .  

If a value function U v
( ) is constructed, then the optimal estimate is found by 

maximizing this function on the Pareto set:

   



v Y U v U v
v opt V0 0∈ ( ) = ( )

∈ ≥

: max .  (4.12)

Thus, finding the optimal estimate reduces to solving the scalar optimization 
problem for the function of many variables U v

( ). In this case, additive, multi-
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plicative, and multiline value functions can be constructed. The procedure for 
constructing a value function U v

( )  is sometimes called a convolution of a vector 
criterion 



K k k km= ( , ,..., ).1 2

The convolution operation is possible if:
– particular criteria are quantitatively total in importance, that is, each of 

them corresponds to a certain number Ci , which determines its relative 
importance in accordance with other criteria;

– particular criteria are homogeneous, that is, they are quantitatively com-
pared in one dimension.

There are various forms of representing the generalized scalar criterion and 
choosing the appropriate optimal solutions. In particular, these are such methods 
of convolution of particular criteria:

– a generalized criterion is formed, the numerator of which is the product 
of the criteria to be maximized, and the denominator is the product of 
the criteria to be minimized;

– a generalized criterion is formed on the use of elements of the theory of 
additive utility, that is, the summation of particular criteria with certain 
weighting factors;

– a generalized criterion is formed with respect to all particular criteria.
The generalized value function can take the following form:

 U v v c vm j
j

m

j j1
1

, ..., ( ),( ) =
=

∑ ϕ  (4.13)

where ϕ j ( )⋅  – the one-dimensional value functions that characterize the value of 
the system with the j-th quality indicator; c j  – weight factors.

The task of constructing the value function (4.13) is reduced to evaluating the 
coefficients c j ,  choosing the type of functions ϕ j jv( ),  checking their indepen-
dence in advantage ≥ , checking the consistency of the constructed value function. 
In some cases, the value function (4.13) can be used in the form of an equivalent 
sum of partial estimates:

 U v c vj
j

m

j

( ) =
=

∑
1

.  (4.14)

In this case, various methods are used to obtain additional information 
on the value of the weighting coefficients c j .  In particular, these are well-de-
veloped expert estimation methods. They come down to a survey of a selected 
group of experts on the value of the obtained Pareto optimal system options, the 
relative importance of quality indicators, and the like. There are well-developed  
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me thods for accounting for the information received, which are implemented in 
the Saaty method.

Sometimes, to select a single option, they are limited to the so-called thre-
shold optimization: the most significant criterion is subjected to optimization, 
others are included in the constraint system. It should be noted that there are also 
many other principles and approaches to choosing a single option using scalar 
optimality criteria. In fact, relation (4.14) determines the Bayesian deterministic 
optimality criterion. In conditions of uncertainty about the conditions for choos-
ing decisions, he uses the methods of game theory. Such situations when choosing 
design decisions when creating systems are often called «games with nature». To 
make decisions, find the best strategy using the Wald criterion, the Savage crite-
rion, the Hurwitz criterion, the Laplace criterion, etc.

Selection of optimal solutions based on the theory of fuzzy sets. This approach 
is based on the fact that from the a priori uncertainty of the concept of «best 
version of the system» it is impossible to determine exactly. It is possible to as-
sume that this concept is diffuse by the set, and to evaluate the system, the basic 
principles of the theory of blurry sets can be used. In the general case, the fuzzy  
set G  on the set X  is set by the membership ξG : X → [ ]0 1, , which compares  
with each element x X∈  a real number ξG  on the interval 0 1, .[ ]  This number is 
called the degree to which the element x  belongs to a fuzzy set G.  The closer it  
is to 1, the higher the degree of belonging. The function ξG x( )  is a generalization 
of the characteristic function of sets, which takes on only two values: 1  – for x G∈  
and 0  – for x G∉ .  In the case of discrete sets, the notation of a fuzzy set as a set 
of pairs G x xG= ( ){ }, ξ  is used.

According to these basic provisions, each quality indicator of a system can be 
set in the form of a fuzzy set k k kj j kj j= ( ){ }, ,ξ  where ξkj jk( )  is the membership 
function of a particular j-th quality indicator of a fuzzy set of best value.

Such a notation of a separate quality indicator has a high information con-
tent, since it gives an idea of the physical nature of the quality indicator, its specific 
value and value relative to the best (extreme) value that characterizes the member-
ship function. The universal form of the membership function, which can be used 
as a scalar objective function, has the following form:

 U k k
m

km k j
j

m

( , , ) .1
1

1

1… �= ( ) 










=
∑ ξ

β β

 (4.15)

The advantage of such an objective function is that by choosing a parame-
ter β  a wide class of functions from linear additive at to purely nonlinear at β = 1 
can be realized for β → ∞.
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Selection of the best option with strictly ordered quality indicators. Sometimes, 
for the customer of the system, based on the analysis of Pareto optimal options, as 
well as their MEDs, it turns out to be desirable to obtain the highest possible value 
of one of the quality indicators, for example k1,  even due to the deterioration of 
other quality indicators. This means that the indicator k1  is more important than 
other quality indicators.

It is also possible that the entire set of quality indicators k km1,...., ,  strictly 
ordered by importance, that is, an indicator k1  is more important than indi-
cators k km2, ..., ,  an indicator k2  is more important than indicators k k km3 4, ,..., , 
etc. This corresponds to the situation when lexicographic relations are used 
when comparing system estimates. Let’s give a definition of this relation and 
features of use when choosing the only version of the system in the criteria space  
of estimates.

Let there be two vectors of estimates ′v ,  ′′ ∈v V .  A lexicographic re-
lation � � �′ ′′v v

lex� � �′ ′′v v
lex  takes place if and only if one of the following conditions  

is satisfied:

 

′ > ′′v v1 1,

    

′ = ′′ ′ > ′′v v v v1 1 2 2, ,  (4.16)

............................
   

′ = ′′ = − ′ > ′′v v j m v vj j m m, , ..., ; .1 2 1

For m = 1  lexicographical relation coincides with the relation >  on filings of 
real numbers. During execution of the relation � � �′ ′′v v

lex� � �′ ′′v v
lex  it is possible to say that the 

vector ′v  is lexicographically dominated by the vector ′′v .
If a lexicographic relation is used when choosing a single system, it means 

that with a pair of estimates (and the systems corresponding to them), preference 
is given to that estimate (system) in which the first component of the vector ′v  
(that is, the quality indicator k1) is greater, regardless of the ratio of other com-
ponents of the vector. If the first components of the ratings are the same, then 
preference is given to that rating (system) in which the large second component 
of the vector ′v  (quality indicator k2). The following components of the vector ′v  
can significantly lose the corresponding components of the vector ′′v .

Similar conclusions take place when the first two components, three compo-
nents, and so on up to m −( )1  the components of the vectors ′v  and ′′v  are equal. 
In such cases, it is said that the components v v vm1 2, ,..., , that is, the estimates 
of the quality indicators of the system k k km1 2φ φ φ( ) ( ) ( ), , ...,  are strictly ordered  
by importance.
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In determining the lexicographic relation, an important role is played by the 
order of enumeration of quality indicators. Changing the numbering of quality 
indicators leads to a second lexicographic relation. In addition to the methods 
mentioned above for constructing a scalar objective function and choosing an 
option from the set of Pareto optimal ones, there are many others. The choice 
of a suitable method is determined by the initial data and the type of specific 
optimization problem. But be that as it may, the optimal system options should 
be sought among the Pareto optimal solutions to the problem. That is, the Pareto 
optimization stage is mandatory when designing systems taking into account the 
totality of quality indicators.
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5 SELECTION OF MATHEMATICAL 
MODELS OF COMMUNICATION 
NETWORKS

An important stage in the design and solution of optimization problems is 
the construction of adequate mathematical models of communication networks. 
The type of mathematical model of the network depends on the problem being 
solved, that is, on what characteristic properties of the network the selected model 
should describe. This section briefly discusses only some mathematical models 
that can be used to describe information flows, application servicing processes at 
network nodes, network structure and network subsystems [1, 3, 5, 18, 26, 45]. 
More detailed information about various types of mathematical models of com-
munication networks can also be found in [1, 3, 5, 10, 15, 16, 18, 26, 35, 45, 48].

5.1 Features of the communication network as an 
object of design

Let’s consider the general structure of a communication network (CN). In-
formation from information sources (IS) to information consumers (IC) can be 
delivered using a communication system or network. A communication network 
is a set of end points (EP), switching nodes (SN), communication channels (CC), 
computer centers (CCS) and a control system (CS), which are designed to trans-
mit information from some set of information sources to multiple information 
consumers with using electrical signals.

End points are a set of technical means for converting information into elec-
trical signals that can be transmitted via CCs.

SNs are divided into nodes with circuit switching, message switching, packet  
switching and are intended for information distribution. Communication chan-
nels are designed to carry signals in the space between individual points of  
the network. In fact, CC is a single or multi-channel system of a signal transmis-
sion system.

A control system is a set of software and hardware designed to ensure the 
normal operation of individual systems and devices and deliver messages to an 
address with specified quality indicators. SNs are used to provide information 
services, that is, the collection, storage and processing of information.



76

Optimization and mathematical modeling of communication networks

Thus, the communication network is a complex system of transmission and 
distribution of information, that is, a communication system in the broad sense. 
The choice of switching methods is determined based on the characteristics of 
message flows, user classes and quality of service indicators.

The process of transmitting messages to the CN, when the sources of infor-
mation are independent of each other, generates a system of random (in time and 
space) data flows. Communication occurs at random times, their durations are 
also random variables.

A significant number of subscribers and the randomness of the message 
flows generated by them requiring service, gives reason to consider the CN as 
a queuing system (QS). The mathematical side of processes in the QS is investi-
gated by queuing theory, as well as queuing theory. It establishes the relationship 
between the nature of the flows of applications, the performance of a single com-
munication channel (as a serving apparatus), the number of channels and the 
efficiency of service.

There are various types of service systems when applications are received in 
the system when service devices (SD) are busy: systems with losses (the require-
ments arriving at the system do not find any free service devices and are lost) 
systems with waiting (waiting for any number of applications is possible, which 
cannot be serviced immediately and with the help of some service discipline it is 
determined in what order the expected requirements are selected from the queue 
for servicing); combined systems with waiting and losses (only a finite number 
of applications will be able to be determined by the number of places to wait, the 
application may be lost even when the waiting time for applications exceeds spe-
cified limits) priority systems (applications received have different priorities. If the 
application received has a high priority, and all servicing devices are busy, then 
it either takes one of the first places in the queue, or temporarily stops servicing  
a low-priority application, or even stops servicing.

Communication networks are also divided according to the type of transmis-
sion; depending on the served territory; by departmental affiliation; by the me-
thod of distribution and delivery of messages; by type of communication channels 
and their capacity.

Thus, the design of communication networks is a complex scientific tech-
nical and economic problem, requiring the solution of a large number of 
interrelated tasks. These include, first of all, tasks related to determining the 
network topology, choosing its architecture and switching method, choosing 
communication channels, managing information flows and the network as 
a whole, developing and implementing standard procedures (interface proto-
cols) for the interaction of network hardware and software, after-sales service 
and the like. To solve these problems, a systematic approach is used that allows 
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to consider network design as a complex communication system from a single  
perspective.

In the process of creating communication networks, various design problems 
arise: building a new network, developing existing networks with the introduction 
of new points and communication channels, building new communication net-
works based on existing points and communication channels of a given primary 
network. In any case, when designing communication networks, it is necessary 
to build a mathematical model; select quality indicators and optimality criteria; 
choose the optimal structure and parameters of communication networks and its 
components.

Designing a communication network includes solving the following main 
tasks: determining the network topology; choice of capacity channels; definition 
of routing procedures; definition of control procedures. In general, the content of 
designing a communication network is in synthesis of the network structure for 
given flows, at a minimal cost, and in compliance with certain requirements for 
the characteristics of the network, could serve these flows. Of course, network 
design is carried out in several stages: making decisions regarding the topology 
of the subscriber network (total number of subscribers, number and location of 
access concentrates); subscriber network design; backbone network design.

Various approaches to solving the problems of network design are deter-
mined by the choice of a global quality indicator by which networks are evalua-
ted, for example, the cost of building a network; network operating cost; network 
reliability and performance; average time delay in servicing applications of 
network subscribers. Of great importance for design is also the selection of a set 
of private performance indicators characterizing the consumer properties of the 
network. The network design process includes the selection of the network struc-
ture (structural synthesis) and the selection of numerical values of the network 
parameters (parametric synthesis).

To solve the problems of optimal design of a communication network, it 
is mandatory to build its mathematical model. The introduction of a network 
model based on the theory of queuing makes it possible to solve a number of 
topological design problems, as well as the problems of selecting the capacity of 
communication channels and the distribution of flows. However, the obtained 
optimal solutions to these problems can only be used for the output formulated 
in these problems. In a number of cases, the actual initial data for constructing  
a model of a communication network differ from those that were laid down in the 
formulation of the solvable design problem. Therefore, to solve the real problems 
of designing communication networks, many other methods of synthesis and 
analysis have been proposed. In particular, problems of structural synthesis of the 
system in the following formulations are of particular interest.



78

Optimization and mathematical modeling of communication networks

Task 1. On the set of possible structures of the system Q Q j Jj= ={ }, ,..., ,1  
find the structure Qopt  that corresponds to the minimum cost criterion min ( ),

Q Q j
j

C Q
∈

min ( ),
Q Q j

j

C Q
∈

subject to the fulfillment of restrictions such as inequalities on other perfor-
mance indicators.

The task in this formulation is typical for the design of switching centers and 
networks of the most mass types (urban and rural exchanges, zone centers and 
message and packet switching networks, channel and message concentrators, etc.).

Task 2. On the set of possible structures of the system, find a subset of struc-
tures ordered by increasing value indicator Q Q l Ll

l= ={ }, ,..., ;1  C Q C Ql l( ) ( ),− ≤1  
for which C Ql( )  may exceed the permissible level of value C p  no more than by 
value ∆C, that is C Q C Cl p( ) .− ≤ ∆

The separation of such a variant of the problem into an independent task is 
due to the fact that the optimal variant of the system structure by the criterion 
min ( )C Qi  may turn out to be such that it is difficult to implement. It is very diffi-
cult to take into account all the variety of connections between system parameters. 
Therefore, when designing large systems, it is possible to get not one best in the 
sense of min ( )C Qi  a variant of the structure of the system, but several close in 
terms of efficiency options that can be considered as alternative.

Task 3. Synthesize the structure of the system that provides service of the 
incoming flow of maximum intensity max ( ),

Q Q j
j

P Q
∈

max ( ),
Q Q j

j

P Q
∈

 subject to the implementation 
of restrictions such as inequality on other performance indicators.

The analysis of these and many other problems of designing communica-
tion networks shows the complexity of their strictly formal solution by analytical 
methods for a large number of variables characterizing the structure and parame-
ters of the system. Given the above during the study of such systems, it is advisable 
to apply the methods of phased optimization, suboptimization of subsystems, 
traditional for the theory of complex systems, a combination of analytical and 
simulation modeling methods that complement each other and provide the op-
portunity to study the structure of the system with initial data corresponding to 
various degrees of adequacy of the model and the object of research.

Modern communication networks are built using a significant number of 
heterogeneous subsystems, switching nodes and transmission lines. Therefore, it is 
not always justified to assess the CN effectiveness as systems for the transmission 
and distribution of information by methods suitable for assessing the effectiveness 
of individual communication systems. So, for messaging systems, the main indica-
tors of quality are the speed of information transfer and the probability of infor-
mation transfer. In communication networks, such comprehensive performance 
indicators as the total number of nodes or subscriber end points, the total length 
of transmission lines (channels), the total amount of information transmitted cost, 
the actual load, the time of information delivery, the number of lost applications 
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and their delays come to the forefront availability factors for the main elements 
of the network, indicators of connectivity and survivability, indicators of the use 
of nodes and channels and the like. In any communication network, a change in 
the transmission rate of information, an increase in the time it takes to establish 
a subscriber’s connection, an increase in the level of interference in channels and 
signal distortion, and hardware failure on other transmission processes will ine-
vitably affect the delay of messages in the network. Therefore, the average message 
delay time is often considered as a comprehensive measure of effectiveness.

The difficulties that arise during the practical solution of the problems of 
designing communication networks due to the following main factors: the «curse 
of dimensionality» and the «curse of uncertainty». The first factor is determined 
by the fact that the number of nodes in the network can reach several thousand. 
The second factor is determined by the fact that there are no reliable a priori data 
on traffic – the amount of information for transmission over the network. In ad-
dition, in many cases it is not possible to submit in a strictly formalized form all 
the requirements for the designed network.

Therefore, when designing communication networks, there is a need to 
perform multivariate network calculations when changing the source data in 
wide ranges. In this case, one also has to carry out mathematical modeling of 
the network to verify the obtained design solutions and evaluate some network 
parameters that can’t be calculated by analytical methods.

Therefore, let’s consider some features and methods of constructing mathe-
matical models of communication networks.

5.2 Mathematical models of the structure of communication 
networks

A communication network is a complex system of a higher hierarchical 
level than a separate communication system. The network structure, that is, its 
topology is determined by the combination of points (end and switching nodes) 
and communication channels (lines) that connect. The purpose of the network is 
to transmit messages from sources to consumers of information. A characteristic 
feature of a communication network is a significant number of sources and con-
sumers of information, as well as possible message transfer routes. Therefore, it is 
important for the network to control messaging processes with optimal quality in-
dicators. The communication network model is determined by the mathematical 
description of the network structure, as well as the processes of receipt of appli-
cations to end points and the processes of their servicing in the network. Services 
include processes for distributing information in switching nodes and processes 
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for delivering messages to consumers on specific routes. Moreover, for a large 
number of applications, as well as the limited physical capabilities of switching 
systems and communication channels (lines), there are various ways of servicing 
applications on switching nodes: with losses (when the application receives a de-
nial of service), with waiting (when the application is waiting for line release or 
switching device), with limited waiting (when either the number of applications 
waiting or the waiting time is limited). Thus, for the mathematical description of 
communication networks, a different mathematical apparatus is used compared 
to the description of simple communication systems; in the mentioned structure, 
networks are often used to connect various nodes.

Let’s consider the features of the mathematical description of the structure of 
the communication network using the network mathematical model. In this case, 
a graph G X A= ( , )  is used as a model, where X xi= { }  is the set of graph vertices 
that are mapped to network points (end points, switching nodes), and A A aij= = { } 
is the set of graph edges that are mapped to lines, communication channels. In 
accordance with the fact that the communication channels can be unidirectional 
and bidirectional, the edges of the graph can be oriented and non-oriented. Thus, 
oriented, undirected, mixed graphs, and also a multigraph can be used as a model 
of a communication network. Network models are widely used in practice in the 
design of telecommunication systems, space and radio communication systems, 
broadcast networks, computer systems, transport networks.

Network analysis is playing an ever-increasing role, since with the help of 
graphs it is quite simple to build a model of not only communication networks, 
but also other complex systems. The expansion of the scope of using the network 
model is due to the fact that network analysis methods make it possible to: build 
a model of a complex system as a set of simple subsystems; draw up formal proce-
dures to determine the qualitative and quantitative characteristics of the system; 
show the mechanism of interaction of system components in order to describe 
the latter in terms of its main characteristics; determine what data is needed to 
study the system.

When constructing models of network structure, it is convenient to use the 
algebraic image of graphs, determined by topological matrices and matrices of 
characteristics of graph edges (network branches).

The topological matrix that determines the structure of the network can be 
defined as an adjacency matrix and a structural matrix. The adjacency matrix 
(message) of a graph is a square matrix of size (the number of vertices of the 
graph). It will be defined as follows:

 A a
G i j

G i jij=   =




1

0

, ( , ),

, ( , ).

if has edge

if  hasn t edge
 (5.1, a)
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Elements of the main diagonal of a matrix A aij=   are of course assigned 
equal to zero aii = 0, unless in some vertices there are «loops». The matrix A aij=   
for the opientated graph is asymmetric with respect to the main diagonal;  
it will be symmetric only for a non-orientated graph.

The structural matrix is used to simplify the recording of the network struc-
ture when special designations are assigned to the edges of the graph, for exam-
ple a b c, , .  These designations are used as elements of a structural matrix. The 
structural matrix of a graph is a square matrix of size, which is defined as follows:

 b

,   i j,

,  G    i, j ,

x, i, j  G  ij =

=1

0

if

if hasn't edge ( )

if edge ( ) in is aat

if edge ( ) in is at

 i j,

x, i, j  G    i j.

<
>










 (5.1, b)

In addition to the considered topological matrice, incidence matrices «ver-
tex-arcs», «arcs-arcs» can be used.

The matrix of quantitative characteristics of the edges of the graph is used for 
various quantitative estimates of the network. At the same time, a certain weight 
is assigned to each edge of the graph – a number that characterizes any power of 
a given edge, for example, length, cost, capacity, channel capacity, information 
transfer time, reliability, and the like. The indicated characteristics of the edges of 
the graph are presented in the form of corresponding square matrices of size n  – 
lengths, values. If G  is an undirected graph, then all matrices are symmetric with 
respect to the main diagonal.

For example, to build a matrix of path lengths in a network L lij=   ,  let’s use 
the following rule:

 l

i j

G i j

i j i
ij =

=
∞
0, ;

, ( , );

( , ), ( ,

if

if hasn't edge

edge length if edge jj G)is .in






 (5.1, c)

The matrix of channel capacities of the edges is obtained according to the rule:

 c

i j

G i j

i j
ij =

∞ =, ;

, ( , );

( ,

if

if hasn't edge

number of edge channels

0

)), ( , )is .in edge ini j G






 (5.1, d)

Similarly, other matrices of characteristics of the edges of the graph are ob-
tained. The indicated network characteristics can be used to solve various prob-
lems of synthesis and analysis of communication networks, in particular, to search 
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for optimal message transmission paths. Since the purpose of the communication 
network is to provide subscribers with connecting paths for transmitting mes sages 
in accordance with the address and specified quality indicators, it is therefore 
necessary to make the optimal choice of connecting paths. At the same time, 
such paths should be selected in order to ensure the most efficient use of network 
equipment, or to ensure the minimum possible path length and the number of 
transit sections in the paths, or to provide the necessary number of channels in 
the paths or the maximum transmission speed.

So, when solving the problems of designing communication networks, it 
becomes necessary to search for the many paths that exist between a given pair of 
communication nodes (vertices of the graph). The methods for finding multiple 
paths in a network can be divided into two classes: matrix and network. Matrix 
methods are based on the transformation of various matrices – topological or 
matrices of characteristics of the edges of the graph, and network methods – on 
assigning designations to the vertices of the graph are called marks (or indices). 
Network methods for determining the set of paths between given network nodes 
is the graphic equivalent of matrix methods. The determination of the set of paths 
is based on the construction of a path tree from a fixed vertex-leak (tree root) to 
the remaining vertices-sinks of the graph.

5.3 Mathematical models of application flows 
in a communication network

In addition to the structure, the mathematical model of the communication 
network should describe the flows of applications and their servicing in the net-
work. These processes are stochastic. Let’s consider their mathematical models, 
which are based on the theory of random processes and the theory of mass ser-
vice [1, 92, 94, 99].

The main characteristics of random application flows. A random flow of ap-
plications is considered as a sequence of random variables, which can be set in 
various ways, including in the form of:

– a sequence of random time instants of the application t i ni , , , , ;= 1 2
– a sequence of random time intervals between applications ∆t t t i ni i i= − =−1 1 2, , , , ; 

∆t t t i ni i i= − =−1 1 2, , , , ;

– a sequence of random numbers k i ni , , , ,= 1 2  that determine the num-
ber of applications at given time intervals t t i ni0 1 2, , , , , .[ ) = 

In the first two methods of specifying, the application flow is considered as  
a random point process, and in the third – as a random integer process k t( )  with 
an initial value k t( ) .0 0=  The probabilistic description of such random processes  
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uses the following characteristics: the distribution law or the corresponding 
probability density of the time instants of applications or time intervals between 
applications, as well as the law of distribution of the number of applications at 
given time intervals.

Call flows are classified according to properties such as uniformity, statio-
narity, ordinariness and aftereffect. Let’s consider these properties.

I. In a heterogeneous flow, each call has two or more characteristics. For 
example, calls from subscribers of the telephone network are characterized by the 
moments of their arrival, the directions of the establishment of connections, the 
duration of the service, and other characteristics.

A homogeneous flow is characterized only by the moments of incoming calls.
In practice, call flows are generally heterogeneous. However, the theory con-

siders homogeneous flows if there are no special reservations.
II. The stationary property of the flow means that its probabilistic characte-

ristics do not change over time. The call flow is called stationary if, for any n  joint 
probability P K t t k i ni i, , ,+( ) = ={ }τ 1  of calls arriving at time intervals [ , ),t t + τ1

[ , ),t t + τ2 …, [ , )t t n+ τ  does not depend on the initial moment of time t.
For a stationary flow, its parameter and intensity are constant: λ λ( ) ,t =  

χ χ( ) .t =
A flow that does not have the stationary property is called non-stationary.
III. A call flow is called ordinary if it is not possible to simultaneously receive 

two or more calls, that is, the following condition is fulfilled:

 lim
,

.
τ

τ
τ→

≥ +( ) =
0

2 0
P t tk  (5.2)

A flow that does not have this property is called extraordinary.
An example of an ordinary flow is a call flow arriving at a PBX from a large 

group of subscribers, and telegram flows to several addresses are examples of 
extraordinary flows.

IV. A call flow is called a flow without aftereffect, if for any the probability  
of receipt ki ,  i n= 1 2, ,...,  of calls is compatible for the corresponding inter-
vals t ti, ,[ )  i n= 1 2, ,..., :

 P K t t k i ni i, , ,( ) = ={ }1  (5.3)

independent of the process of incoming calls to the initial moment of time t.
In other words, the absence of a flow aftereffect means the independence  

of the flow of a random call flow after a certain point in time t from its flow to 
this point.
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An example of a flow without aftereffect can be a flow of telephone calls 
coming from a large group of sources. This is due to the fact that only a small part 
(10–20 %) of the subscriber group is simultaneously involved in the connections.

Flows that do not have the aftereffect property are called aftereffect flows. 
Call flows from paired telephones and call flows from small groups of subscribers 
are examples of flows with aftereffect.

Let’s consider the main classes of flows.
Simple flows. The simple flow is the stationary ordinary flow without afteref-

fect. This flow is the main model in the theory of teletraffic.
For the simplest flow of incoming k calls for a time interval of duration t in 

the simplest flow, it obeys the Poisson distribution with probabilities:

 p t
t

k
ek

k

t( ) = ( ) −λ λ

!
,  k = 0 1 2, , ,...,  (5.4)

where p tk ( )  is the probability that t  calls will be received over a time interval t; 
λ > 0  is a parameter of the simplest flow.

The simplest flow is also called Poisson flow.
In the simplest flow, the time intervals between adjacent calls are statistically 

independent random variables with an exponential distribution law. Their distri-
bution function:

 F t
e t

t

t

∆
∆

∆

∆

( ) =
− >

≤






−1 0

0 0

λ , ,

, .
 (5.5)

The probability density of the exponential distribution is described by the 
expression:
 p t e t( ) ,∆ ∆= ⋅ −λ λ  ∆t ≥ 0.  (5.6)

The property of exponential distribution by another formulation of the pro-
perty of the absence of aftereffect.

Non-stationary Poisson call flow. A non-stationary Poisson flow (or a simple 
flow with a variable parameter) is an ordinary flow without aftereffect, for which 
the parameter λ( )t  depends on time t.

For this flow, the probability of receipt of k  applications on the time interval 
is determined by the formula:

 p t

t t

k
t tk

t k

t

( )

( )

!
exp ( ) ,=

′ ′
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





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⋅ − ′ ′







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

∫
∫

λ
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d

d0

0

 k = 0 1 2, , ,... .  (5.7)
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Flows with limited aftereffect. A flow with limited aftereffect is a flow in 
which the sequence of time intervals between adjacent calls ∆ ∆ ∆T T Tn1 2, ,...., ,... is  
a sequence of independent random variables. Such a call flow is described by  
a sequence of distribution functions of intervals between calls:

F t P T tk k( ) { }.∆ ∆ ∆= <

Special cases of a flow with limited aftereffect are:
1) recurrent flow characterized by equally distributed intervals between calls:

F t F t F t1 2( ) ( ) ... ( );∆ ∆ ∆= = =

2) recurrent flow with delay, for which:

F t F t F t2 3( ) ( ) ... ( ),∆ ∆ ∆= = =  F t F t1( ) ( ).∆ ∆≠

In reliability theory, a recurrent flow is called a recovery process, and a de-
layed recurrent flow is a common recovery process.

Palm flows. The stationary ordinary recurrent flow with delay is called the 
Palm flow. Palm flows describe the challenges lost in the IDS.

The simplest flow is a case of the Palm flow, in which all time intervals bet-
ween calls, including the first, have an exponential distribution.

In the theory of random flows, it can be seen that for the Palm flow, random 
variables ∆T1  have a continuous distribution with a probability density:

 p t
F t

T1

1
( )

( )
,∆ ∆

∆
= −  (5.8)

where
 ∆ ∆T M Tk= [ ],  k ≠ 1.  (5.9)

Erlang flow. The m-th order Erlang flow is the Palm flow, in which the 
intervals between adjacent calls are statistically independent random variables 
distributed according to the m-th order Erlang law, that is, they have a continuous 
distribution with probability density:

 p t
t

m
e t

t

m m
t

∆
∆ ∆

∆

∆

( ) =
≥

<




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+
− ⋅λ λ

1

0
!

,

,

if 0;

if 0,
 (5.10)

where λ > 0  is the Erlang distribution parameter.
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The Erlang flow belongs to the class of flows with limited aftereffect, for 
which the time intervals between adjacent calls are statically independent random 
variables with arbitrary and generally different distribution laws.

The m-th order Erlang flow can be obtained from the simplest flow with 
a parameter λ  using the regular sieving operation. The essence of this opera-
tion is that each m + 1 application is saved in a simple flow, and the rest are  
eliminated.

When applied to the simplest flow with the thinning operation parameter λ 
(removing part of the orders from it), a recurrent flow with restoration is obtained. 
If at the same time m  applications are lost in a row, and only each ( )m + 1  re-
mains, then the thinning flow λ / ( )m + 1  has a parameter and probability density 
for time intervals between applications:

 p t
t

m
t

m m

( )
!

exp( ).∆ ∆ ∆= −
+λ λ

1

 (5.11)

Such a distribution is called the m-th order Erlang distribution, and the cor-
responding flows are called Erlang. With the help of the Erlang distribution, it is 
possible to describe a wide class of flows – from the simplest (at m = 0) to the de-
terminate with a constant duration of intervals between applications (at m → ∞ ).

Erlang distribution coincides with the exponential distribution at m = 0.
The waiting and variance of the time interval between adjacent calls in the 

m-th order Erlang flow are equal:

 Μ ∆T
m[ ] = + 1

λ
,  D T

m∆[ ] = + 1
2λ

.  (5.12)

Erlang flows in different order create flows with varying degrees of random-
ness: from the simplest at m to the deterministic at m = ∞.

The Erlang flow model is used to describe actions in information distribu-
tion systems when the call flow itself is divided into m + 1  directions according to  
a regular thinning operation.

Flows with a simple aftereffect. A flow with a simple aftereffect is an ordinary 
flow, for which the flow parameter λ( )t  depends only on the IDS state S t( )  at  
a point in time t.  A more rigorous definition: a flow with a simple aftereffect is 
an ordinary flow, for which at any time there is a finite parameter of the flow de-
pending on the state of the system S t( ):

 λ
τ

ττs t
iP t t S t

( ) lim
( , ( ))

.=
+

→

≥

0

1  (5.13)
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Special cases of flows with a simple aftereffect include a symmetric flow,  
a primitive flow, and a flow with repeated calls.

A symmetric flow is a flow with a simple aftereffect, the parameter of which 
at any moment of time depends only on the macrostate of the system:

 λ λt i( ) = ,  (5.14)

where i is the number of occupied devices (outputs) of the system at a time t.
A primitive flow is a symmetric flow in which the parameter λi is directly 

proportional to the number of free sources at a given time:

 λ αi n i= −( )⋅ ,  (5.15)

where n  is the total number of call sources; i  is the number of sources served  
at a time t; α  is source parameter in the free state.

For sources in a free state, an exponential distribution of intervals between 
adjacent calls is usually assumed.

In telephony, a primitive flow is called a call flow from a limited number of 
sources.

Such a flow is non-stationary and is a flow with aftereffect, since the proba-
bility of calls depends on the number of calls i received up to this point.

With increase n  and decrease α,  the aftereffect of the flow decreases.
In the extreme case, n → ∞,  α → 0  so that α λ⋅ = =n const,  the model of 

the primitive flow goes into the model of the simplest call flow.
The repeat call flow consists of primary calls and repeated calls arriving at the 

IDS again if the initial application has not been served. In the case of the simplest 
primary call flow, the parameter of such a flow:

 λ λ βj j= + ,  (5.16)

where j  is the number of call sources; β  is parameter of one source of repeated 
calls; λ  is parameter of the simplest flow of primary calls.

Release flow. The release flow is called the sequence of moments when the 
call service ends.

In the general case, the properties of the release flow depend on the proper-
ties of the input flow, the number of servicing devices and the law of distribution 
of the duration of servicing.

When servicing an incoming call flow without losses, in the case of a con-
stant duration of service, the properties of the release flow coincide with the 
properties of the input flow.
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5.4 Mathematical models of service processes  
in a communication network

5.4.1 Call service features and disciplines

Calls from subscriber devices occupy IDS devices for a certain time. There 
are mathematical models that correspond to fixed and random service times Ts .

The fixed value of the duration of one seizure Ts  provides that for each 
call the duration of its service is determined. In particular, Ts  the time may be 
constant if all calls are the same in duration of service. In telephony, a model of 
constant service time is used to describe the operation of control devices when 
establishing a connection.

The random service time Ts  model is a random variable described by  
a probabilistic distribution law. A simple and common model of random service 
duration is a random variable with an exponential distribution. The distribution 
function of the exponential law has the form:

 F t P T t
e t

ts

t

( ) = <{ } =
− >

≤






⋅1 0

0 0

µ , ;

, ,
 (5.17)

where

µ = [ ]
1

M Ts

isservice parameter.
In reliability theory, a function Φ( ) ( )t F t= −1  is called a reliability function. 

It characterizes the probability that an element will not fail earlier than in time t.
A random variable model with an exponential distribution law is used to 

describe the duration of calls in telephone networks.
Load concept. When servicing call flows in IDS, each of them occupies a ser-

vicing device for a certain time interval. In the theory of teletraffic, the total time 
that the devices take up calls is called the load.

Distinguish between the load arriving is serviced and lost.
The load, the time interval is serviced t t1 2, ,[ )  is called the total occupation 

time of all IDS devices:

 Y t to i
i

v

1 2
1

, ,( ) =
=
∑τ  (5.18)

where v is the total number of IDS devices; τi is the occupation time of the i-th 
device per interval t t1 2, .[ )
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The unit of load is one hour-seizure (1 hour-seiz.). One hour-seizure is such 
a load that it can be serviced by one device for an hour with continuous use of 
this device.

The load Y(t1,t2) arriving for the time interval, t t1 2,[ )  is called the load, can 
be served by an ideal switching system if one of the service devices would be im-
mediately provided to each call.

Lost load is that part of the load that arrived and was not served by the IDS.

 Y t t Y t t Y t tlost o1 2 1 2 1 2, , , .( ) = ( ) − ( )  (5.19)

The mathematical waiting of the load per unit of time (usually in one hour) is 
called the load intensity. Let’s affects the load by the symbol y.  At the same time, 
it is possible to talk about the intensity of the loads that are received, maintained 
and lost.

Erlang is accepted as a unit of measurement of load. One Erlang is a load of 
one hour-seizure at 1 hour.

If the IDSs receive a stationary call flow, then the intensity of the served load, 
expressed in Erlang, is quantitatively equal to the average number of simulta-
neously occupied outputs of the system serving this load.

The intensity of the load created by a simple call flow is quantitatively equal 
to the mathematical waiting of the number of calls arriving in a time equal to the 
average duration of one seizure:

 y M Ts= [ ]⋅ =χ λ
µ

,  (5.20)

where χ  and  are the intensity and parameter of the call flow, respectively (for  
the simplest flow χ λ= ); M Ts[ ]  is average call service time; µ  is service intensity 
( [ ]).µ = 1 M Ts

The intensity of the load varies and depends on the season, day of the week, 
time of day. To ensure a satisfactory quality of customer service at any time of the 
day, the calculation of IDS equipment must be performed based on the intensity 
of the load at the hour when it is maximum. This hour is called the hour of highest 
load – HHL.

The hour of highest load is a continuous 60-minute interval during which 
the average load is at its maximum. It is recommended to measure the load  
on the working days of two consecutive weeks twice a year in the month of the 
highest load.

Call service disciplines. All call service disciplines can be divided into lossless 
service disciplines and loss service disciplines.
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A lossless service discipline is a discipline in which calls arriving immediately 
are served. The loss service discipline – if calls arriving receive a denial of service 
or their service is delayed for a certain time.

For economic reasons, IDSs are usually designed with losses.
Distinguish between explicit and conditional losses. Discipline of service 

with obvious losses is a discipline in which a call, having received a denial of ser-
vice, leaves the system and does not affect it in any way in the future. A conditional 
loss service discipline is one in which calls are not lost, but are served with the 
waiting, or after they are repeated.

Service quality characteristics. To assess the quality of call service with ob-
vious losses, one of three types of losses is used:

1) call loss Pc ;
2) time loss Pt ;
3) load losses Pload .
Losses are random variables. In calculations, they are usually operated on 

with their average values, that is, their mathematical expecations. These averages 
are called loss probabilities.

The probability of losing calls can be determined by the formula:

 p
M n
M nc

l= [ ]
[ ]

,  (5.21)

where nl  is the number of calls lost during the considered period of time; n  is 
total number of calls.

The probability of call loss can also be determined through the ratio:

 p t
t
tc( , )

( , )
,

,l0
0
0

= ( )
Λ
Λ

 (5.22)

where in the numerator is the leading function of the flow of lost calls, and in the 
denominator is the leading function of the flow of incoming calls.

For stationary flows:

pc
l=

χ
χ

,

where χl  is the lost call flow rate; χ  is intensity of the flow of income calls.
In other words, pc  is part of the calls whose service does not end with the 

service.
The probability of time loss pt  is part of the time during which calls are 

blocked, since all devices are busy with maintenance, i. e.:
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p P i vt = ={ },

where v is the total number of servicing devices; i is the number of occupied 
devices.

The probability of load losses pload  is the ratio of the mathematical waiting  
of the load, which is lost during the considered period of time to the mathematical 
waiting of the load arriving for the same period of time:

 p t
M Y t

M Y tload
l( , )

,

,
.0

0

0
=

( ) 
( ) 

 (5.23)

For stationary flows:

 p
y
y

y y
yload

l o= =
−

,  (5.24)

where yl  is the intensity of the load is lost; y  is load intensity of the incoming 
information.

The amount of loss may be expressed in fractions of a unit as a percentage 
or in ppm.

The service discipline with conditional losses assumes that calls received  
at the time all devices are busy do not disappear, but are delayed in service.

By the method of servicing delayed calls, it is distinguished:
1) service with waiting;
2) service with repeated calls.
In the first case, calls are queued and serviced as instruments become avail-

able. In the second case, delayed calls are repeated at certain intervals until the 
necessary connection is received (active queue).

To assess the quality of call service in the discipline with waiting, such cha-
racteristics are used.

1. The probability of waiting for calls arriving:

P P T
M k

kw w
d= >( ) = [ ]

[ ]0 ,

where kd is the number of delayed calls, and k is the number of calls received.
For stationary flows:

Pw
d=

χ
χ

.
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2. The probability of waiting for any call is more than some time P T tw >( ).
3. The probability of waiting for a delayed call for more than a while P T td w >( ).
4. Average waiting time relative to calls T M Tw w= [ ].
5. Average waiting time for delayed calls:

T M Tw d w d. . . . .= [ ]
6. The average length of the queue r .
The following characteristics are used to evaluate the quality of IDS service 

with repeated calls:
1) the probability of loss of the primary call – p;
2) the probability of loss of a repeated call – pr ;
3) the average number of repeated calls per primary call c .
IDS capacity. One of the most important characteristics of IDS is capacity.
By SIDS capacity η,  let’s mean the maximum intensity of the served load  

at which the losses do not exceed the permissible ones.
In teletraffic theory, specific capacity is often used as the ratio of IDS capacity 

to the number of devices: η η1 = v .

5.4.2 Call service models in fully accessible IDS

Let’s assume that IDS with v devices is fully accessible and serves calls that 
form a symmetrical flow with a simple aftereffect with a parameter λ i ,  i n= 0, . 
The duration of the call service by the IDS device is a random variable distributed 
exponentially, that is, its distribution function has the form (5.17) and is charac-
terized by a service parameter µ.  It is necessary to determine the probabilities of 
IDS states pi , i n= 0, , which differ in the number of occupied devices of the system 
or the number of calls in the queue.

The use of the mathematical apparatus of Markov processes. Let’s denote  
by S t( ) the number of calls that are in the system at a time t.  It is a random vari-
able that varies over time. Therefore S t( )  is a random process with a finite set  
of values S t n( ) , , ,..., .= 0 1 2

Thus, the process determines the IDS state and takes ( )n + 1 -th value. It can 
be shown that the S t( )  process is Markov.

Markov is a random process in which for any moment in time t  the proba-
bility of any value in the future depends only on the value of the process S t( )  at 
the moment and does not depend on previous values of this process [5].

The process S t( )  is Markov in that the moments of the arrival of new calls 
are determined by the flow of incoming calls and do not depend on the state of the 
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system at times that precede the time t.  In addition, the moments t  of the end of 
calls (a property of the exponential distribution of the duration of service) do not 
depend on the flow of the process until the moment.

During the presentation of the theory of random processes with discrete 
states, oriented graphs of process states (system states) are used. On these graphs, 
the vertices are represented by circles in which the states of the system fit, and the 
arc drawn from the vertex Si  to the vertex S j  means the possibility of transition 
from one state to another.

It is generally accepted that the transition of a system from state Si to state S j 
is carried out under the influence of a Poisson flow with intensity a tij ( ). Then the 
probability of transition from state Si  to state S j  in a small time interval:

 p t t a t oij ij( , ) ( ) ( ),+ = ⋅ +τ τ τ  (5.25)

where o( )τ  is a quantity of a lower order in comparison with τ.
A Markov random process with discrete states and continuous time is called 

homogeneous if the probability of a transition from state Si  to state S j  in time τ  
does not depend on at what point in time t  the system was in state Si , but de-
pends only on the quantity τ :

 p t t pij ij( , ) ( ).+ =τ τ  (5.26)

For a homogeneous Markov process:

p t t a oij ij( , ) ( ).+ = ⋅ +τ τ τ

In this case, oriented graphs of system states can be used.
Let’s consider a system that has n + 1 possible states S S S Si n0 1, ,..., ,..., . Let 

p ti( )  be the probability that the system is in Si  state at a time t.
If the transition probabilities p t tij ( , )+ τ  satisfy relation (5.25), then the 

probabilities of the states of the Markov process obey the Kolmogorov system of 
differential equations:

 dp t
dt

p t a t p t a ti
j ji

j
j i

n

i ij
j
j i

n( )
( ) ( ) ( ) ( ),= ⋅ − ⋅

=
≠

=
≠

∑ ∑
0 0

 i n= 0,..., .  (5.27)

The Kolmogorov equation consists of the following rule: the derivative of the 
probability of any state of the system is equal to the sum of the probability flows 
that bring the system into this state, minus the sum of all probability flows that 
take the system out of this state.
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In order for the process that occurs in the system to be ergodic, it is necessary 
that its state graph be strongly connected and the transition probabilities satisfy 
the uniformity condition (5.26).

To solve the problems of servicing calls of a symmetric flow of completely 
accessible IDS, it is convenient to use a special case of Markov processes – the 
process of death and birth.

The process of death and birth is called such a Markov process with conti-
nuous time t,  having a finite or countable set of states, in each of which an infi-
nitesimal time interval [ , )t t + τ  with probabilities greater than zero, direct tran-
sitions only to neighboring states are possible. In other words, a transition from  
a state i is possible only to a states i −1  or i + 1,  or the process retains a state.

If a completely accessible IDS receives an ordinary call flow, then the call 
service process is a process of birth and death.

The birth process in this case is identified with the process of occupying 
the devices of the system, and the death process with the process of releasing the 
devices. The parameters of occupation flows and release flows are denoted by λ i 
and j, i n= 1,..., , respectively.

5.4.3 Explicit loss service call service models

Call service in M/M/v/L IDS type. Let’s formulate the problem statement.
The input of a fully accessible IDS with devices receives a simple call flow, the 

parameter of which depends on the IDS state: λ λi = , i v= 0, .
The duration of the call service by the IDS device is a random variable dis-

tributed exponentially, that is, its distribution function has the form (5.17) and is 
characterized by a service parameter µ.

Under these conditions, the probabilities of IDS states are determined by the 
expression:

 p

y
i
y
k

E yi

i

k

k

v i v= =

=
∑

!

!

( ),,

0

 i v= 0, ,  (5.28)

where y = λ µ/  is the intensity of the incoming load.
The sequence of probabilities i v= 0, ,  calculated according to (5.28), is called 

the Erlang distribution. For Erlang distributions, a fair recurrence relation:

 p p
y
ii i= ⋅−1 ,  i v= 1, ,  (5.29)
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where

 p
y
k

k

k

v0

0

1=

=
∑ !

.  (5.30)

Comparing formula (5.29) with a similar relation for the Poisson distribu-
tion, it follows that, up to a constant factor, the Erlang distribution coincides 
with the Poisson distribution. Therefore, the Erlang distribution is also called the 
truncated Poisson distribution.

Probability of loss. The probability of loss in time pt  is the period of time 
during which all IDS devices are occupied and, according to (5.28), is equal to:

 p p

y
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y
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t v
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 (5.31)

The probability of loss on calls is defined as the ratio of the intensity of the flow 
of lost calls to the intensity of the flow of incoming calls:

 pc
l=

χ
χ

,  (5.32)

where

χ λ= ⋅
=
∑ i i
i

v

p
0

;  χ λl v vp= ⋅ .

In this case χ λ λ= ⋅ =
=
∑ pi
i

v

0

;  χ λl vp= ⋅ .

Therefore, the probability of loss on calls p p pc t v= = .
The probability of load loss is defined as the ratio of the intensity of the se-

condary load to the intensity of the incoming load:

 p
y

y
y y

ylost
lost o= =

−
.  (5.33)

Here the intensity of the served load:

y i po i
i

v

= ⋅
=
∑

0

.

Given the type of Erlang distribution, let’s obtain:

 y y po v= ⋅ −[ ]1 .  (5.34)
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Therefore, when servicing calls of the simplest IDS flow, the probabilities  
of losses in time, calls and load are equal to each other and equal to the probability 
that the IDS is in a state v :

 p p p E y

y
v

y
k

t c load v

v

k

k

v= = = =

=
∑

( ) !

!

.

0

 (5.35)

This formula for losses in fully accessible IDS is called Erlang first formula.
Erlang first formula is tabulated. With the modern development of computer 

technology, the value of the function E yv( )  can be calculated using compu-
ter programs Mathcad, Matlab, etc. Moreover, with a large number of devi-
ces ( ),v ≥ 100  it is advisable to use the connection between the Erlang distribu-
tion and the Poisson distribution.

An analysis of Erlang formula shows that, with a fixed quality of service, the 
average use of one device (capacity of one device) increases with the number of  
devices. In telephony, this property is called the «advantage of large bundles»  
of lines serving calls.

The load of a fully accessible IDS served by each device during the ordered 
occupation of free devices, when each call is served by a free device with the  
lowest number, is equal to:

 

ηi o o i i

i i

y i y i y E y y E y

y E y E y

= − − = −[ ] − −[ ] =

= −[ ]
−

−

( ) ( ) ( ) ( )

( ) ( )

1 1 1 1

1 ..  (5.36)

It is necessary to pay attention to the high use of the first device, equal to:

 η1 1
=

+
y

y
.  (5.37)

It is easy to show that the highest load is served by the first device. And 
then with an increase in the number of the device the served load comes. From  
a physical point of view, this is due to the fact that for each subsequent device 
loads of lower intensity is supplied than for the previous one. In addition, loads 
created by Palm flows, which are characterized by greater non-uniformity of 
intervals between calls than in simple flows, are supplied to the second and sub-
sequent devices. Moreover, the larger the number of the device, the higher the 
uneven flow.

Call servicing tasks in Mi/M/v/L IDS type are formulated in the same way as 
in the previous case, with the difference that a simple call flow arrives at the system 
input, is a special case of a symmetric flow with a simple aftereffect. Its parameter:
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 λ αi n i= − ⋅( ) ,  0 ≤ ≤i v,  (5.38)

where α  is the call flow parameter from one free source; n  is number of call 
sources.

After substituting (5.38) into the expression for the probabilities of IDS 
states, and also because the parameter of the release flow v ii = ⋅µ ,  let’s obtain the 
expression:

 v d y y po d
d= + −( ) ,  i v= 0 1, ,..., .  (5.39)

The sequence of probabilities pi ,  i v= 0, ,  calculated according to (5.39), is 
called the Engset distribution.

If the number of call sources n → ∞,  and the source parameter in the free 
state α → 0  so n ⋅ =α λ  that something:

lim
!

.
n n

i i
i

C
i→∞

→

⋅ =
α

α λ

0

Therefore, the Engset distribution (5.39) coincides with the Erlang distribu-
tion (5.28).

The Engset distribution is called the truncated binomial distribution. The 
Engseth distribution coincides with the binomial distribution at n v= .

5.4.4 Waiting service call models

It is assumed that IDS with v devices is fully accessible; it serves the simplest 
flow of applications with a parameter λ.

In this case, the discipline of service with waiting in the M/M/v/W sys-
tem is used. Applications can form a queue of unlimited length. Applications 
that are pending are served in turn. The duration of the device is considered  
a random variable with an exponential distribution law and a service intensity 
parameter µ.

Let’s denote the IDS state by S t( ).  Moreover, if S t i( ) ,=  where i v≤ , then  
all applications are serviced. If i v r= + , then v applications are being serviced, 
while other r i v= −  calls are in the queue.

In compliance with the conditions specified in the given statement of the 
problem, the IDS state can be described by the process of death and birth with the 
parameter of the flow of incoming requests (birth flow) λ λi =  and the parameter 
of the release flow (death flow):
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After substituting expression (5.40) into the basic system of formulas of  
the theory of teletraffic, let’s obtain:
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where

 p
y
i

y
v

y
v

i v i v

i vi

v0

10

1=
+ 





−

= +

∞

=
∑∑ ! !

,  y = λ
β

.  (5.42)

After simple transformations in (5.41) and (5.42), let’s obtain expressions for 
M/M/v/W IDS states:
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 (5.43)

This shows that p E yi i v< , ( ) for all 0 ≤ ≤i v, that is, for systems with an  
waiting, the time spent in states when calls are immediately serviced is less than 
for systems with losses.

The recurrence relations for state probabilities for M/M/v/W systems have 
the form:

 p p
y
ii i= ⋅ 



−1 ,  i v≤ ;  (5.44)

p p
y
vi i= ⋅ 



−1 ,  i v> .

In the IDS, serving applications for discipline with waiting, time losses are 
equal to the probability that the application received will not be served immedia-
tely, is determined by the expression:
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what is called the second Erlang formula. This formula is widely used in telepho-
ny: it determines the likelihood that a call arriving on a bundle of lines will not 
catch a single free line and will be put on the service queue. This formula is often 
called the C-Erlang formula.

Erlang second formula is tabulated. This formula allows to determine the 
third parameter p y v, ,  by any two of the three parameters.

Since the denominator in the second Erlang formula is less than unity,  
then in systems with the waiting of time loss is greater than in systems with ob-
vious losses.

For given losses pt ,  the input load in the IDS with waiting should be less 
than in the IDS with losses.

Distribution of waiting time in case of FIFO queue discipline. In this case, the 
probability of waiting for the start of service in time t  is determined by the formula:

 P t P e v y t( ) ( ) .( )γ γ µ> = > ⋅ − ⋅ − ⋅0  (5.46)

Moreover, the distribution function is F t P t( ) ( ).= − >1 γ
For single line system:

 P t y e y t( ) .( )γ µ> = ⋅ − ⋅ − ⋅1  (5.47)

The quality of service of the incoming request flow in the IDS with waiting 
is also characterized by the likelihood that the waiting time for the start of service 
for the delayed application will be more than t :

 P t
P t
P

ea
v y t( )

( )
( )

.( )γ γ
γ

µ> = >
>

= − ⋅ − ⋅

0
 (5.48)

The average waiting time for the start of service applications:

 γ γ
µ

= = >
−

∞

∫ t F t
P

v y
d ( )

( )
( )

.
0

0

 (5.49)

For queued applications, the average waiting time for the start of service:

 γ
µa v y

=
−

1
( )

.  (5.50)
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Average queue length:

 r P
y

v y
= > ⋅

−
( )γ 0  (5.51)

or
 r = ⋅γ λ.  (5.52)

Relation (5.52) is called the Little’s formula and claims that the average queue 
length is equal to the product of the average waiting time and the flow of applications.

Little’s formula. Little’s formula establishes the relationship between the ave-
rage queue length in the system, the input flow rate, and the average residence 
time of applications in the system. It is valid for any system with waiting that it is 
in a constant state.

The last relation means that the average number of applications N  in the 
system is equal to the product of the intensity of receipt of applications λ  in  
the system by the average time T  they spend in the system:

 N T= λ .  (5.53)

Interestingly, as IDS, it is possible only consider the queue of applications  
in the buffer. Then Little’s formula takes the form (5.52) and has a different 
meaning – the average queue length is the product of the intensity of the flow of 
incoming requests by the average waiting time in the queue.

5.4.5 Service models of the simplest flow with an arbitrary distribution law 
of the duration of a seizure with waiting

Pollaszek and Khinchin investigated a single-line system with a waiting, 
which receives applications for the simplest flow with a parameter λ  and an ar-
bitrary distribution of the seizure duration in the M/G/1/W system). Applications 
are served in turn (FIFO queue discipline).

For IDS with one device, the probability of conditional losses is P p( )γ > = −0 1 0 
P p( )γ > = −0 1 0. On the other hand y y po= = −1 0. It follows from this that in the 

M/G/1/W system the probability of conditional losses:

 P y( ) ,γ > =0  0 1≤ <y .  (5.54)

The Pollaszek – Khinchin formula for the average number of applications in 
the system looks:
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where t  is the average class time (serving one application); σ( )t  is the average 
deviation of the seizure duration; y  is incoming load intensity ( ).y t= ⋅λ

It follows from the Pollaszek – Khinchin formula that in a single-line system, 
the average time a call spent in a queue with constant seizure duration is half as 
much. With an increase in the number of devices, this ratio decreases, but it al-
ways remains large 1.

5.5 An example of building a mathematical model  
of a communication network in the optimization of channel 
capacity

Let’s consider the features of constructing a mathematical model when solving 
the problem of choosing the optimal capacity of communication channels in order 
to minimize the average delay time of messages in communication network (CN) 
with message switching. A solution to this problem was proposed by L. Kleinrock. 
This task can be considered as a conditional optimization problem with two quality 
indicators in the form of the average delay time of messages in the communication 
network and the rent for using the network. The problem was solved by mini-
mizing one of the quality indicators – the average message delay time, provided 
that the second indicator (rent) takes a fixed value. Let’s dwell on the main stages 
of constructing a mathematical solution to this optimization problem.

The process of transmitting messages in a communication network generates 
a system of random (in time and space) data flows. The quality of the network’s 
functioning is determined primarily by the average message delay time, charac-
terized by the time interval from the moment the sender connects to the network 
until the data message is sent to the recipient. Communication occurs at random 
times, their duration in time is also random variables. To transmit messages in  
a communication network, CC with certain capacities are used, the value of which 
affects the delay time of messages in the network. The optimality criterion for such 
a network is the minimum of the average message delay time. The optimization 
task is in selection of such channel capacities at which the minimum value of the 
average delay time of messages in the network is achieved with the given restric-
tions on the cost of the network (rent for using the network).

Let’s consider the mathematical model of the network in terms of its use in 
solving such an optimization problem. The communication network model with 
message (packet) switching has V  communication channels (CC) and W  switching  
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nodes (SN). Let’s assume that there are no errors and hardware failures in the CC,  
and the capacity of the i-th channel is ci  (bit/s). Let the duration of message pro-
cessing in all SNs be constant and equal t p . As a rule, the value t p  is much smaller 
relative to the duration of the transmission of messages on CCs.

Each CC may have a queue of service requests, which may cause delays in the 
transmission of messages. It is believed that network traffic is described by Poisson 
flows with an average value γ ik .  This is the number of messages per second that 
occur in the SN w j  and are intended for transmission in SN wk .  The total external 
traffic entering the network is determined by the ratio:

 γ γ=
==

∑∑ ik
k

W

j

W

11

.  (5.56)

Let’s assume that message lengths are independent and distributed according 
to exponential laws with an average value 1/ µ  (bit). To place these messages in 
the SN there is a buffer memory of unlimited size. It is possible to assume that 
if the amount of buffer memory is so large that the probability of different users 
simultaneously accessing the same resource is less than 10–3, then the assumption 
of an unlimited amount of buffer memory is quite acceptable. The message is sent 
over the network from the source node to the destination node in accordance with 
a fixed routing procedure.

If the message has a length n  (bit), then the time during which it occupies 
the i-th channel will be n ci/  (s). Each CC in the network is considered as a sepa-
rate service device. Let’s denote by λ i the average number of messages per second 
passing through the i-th channel. Then full internal network traffic:

 λ λ=
=
∑ i
i

V

.
1

 (5.57)

The cost of renting of i-th channel with capacity ci  is set by an arbitrary 
function d ci i( ),  depending on the number and CC capacity. Let’s denote by D 
the cost of the entire network, mainly determined by the cost of constructing the 
channels. Moreover, the SN cost can be included directly in the cost of channels. 
Then the cost of the network:

 D d ci i
i

V

=
=
∑ ( ).

1

 (5.58)

Of greatest interest is the average network message delay T , considered by 
the user to be one of the main characteristics of the network. Let’s denote by Z jk 
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delay the message that occurred in the SN w j  and is transmitted to the CC wk . 
Then the values T  and Z jk are related by the equality:

 T Zjk jk
k

W

j

W

=
==

∑∑ ( ) ,γ γ
11

 (5.59)

where γ γjk  is the fraction of the total input traffic, which has a delay Z jk .
Relation (5.59) reflects the network decomposition into source-recei-

ver pairs.
Let’s define as a criterion of service quality – the average delay of messages T  

in the network and its minimized value due to an appropriate choice of channel 
capacity values taking into account restrictions on the cost of the network (5.58). 
Thus, in this optimization problem, the characteristics of the communication 
network T ,  cost restrictions D,  as well as parameters { },ci iλ{ }  and the network 
topology, of which ci{ }  are variable parameters, are set.

Let’s consider the delay T , which is determined by equality (5.59), to clarify 
the nature of its random nature. Let’s denote by the path l jk  along which mes-
sages are transmitted from SN wi  to SN wk .  It is said that traffic γ ik  for the i-th 
CC with capacity ci  is included in the path l jk  if the messages transmitted along 
this path pass the specified CC. In this case, the application flow intensity λ i  in 
the i-th CC is equal to the sum of the call flow intensities along all paths passing 
through this channel:

 λ γi jk
kj

= ∑∑ .  (5.60)

Since c is the sum of the average delays incurred by a message when trans-
mitting it in different l jk , then:

 Z Tjk i
i c li jk

=
∈

∑ ,
:

 (5.61)

where Ti  is the average time spent in the message in the i-th CC, that is, the  
average delay.

It is defined as the time spent waiting and transmitting over the i-th CC. With 
this in mind, from (5.59), (5.60) let’s obtain:

 T Ti i
i

V

=
=
∑( ) .γ γ

1

 (5.62)

It is also possible to come to the same result using the Little’s formula. Indeed, 
there is an average number of services in the i-th CC is n Ta i i= λ .
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Then the average number of messages on the network will be

λ i i
i

V

T
−
∑

1

.

On the other hand, the average number of messages on the network is γT . 
Equating both quantities:

γ λT Ti i
i

V

=
=
∑

1

,

let’s obtain:

 T Ti i
i

V

=
=
∑λ γ

1

.  (5.63)

Let’s express the average time spent on a message in the network through 
the CC characteristics. In the considered model of a communication network, the 
intervals between the moments of receipt of messages depend on the service time 
in the CC. This means that the service time for a given message in different CCs 
is associated with the length of the message and the fixed parameters of the chan-
nels: the length lij  and propagation time of the signal in the CC ti . So, if v  is the 
energy propagation velocity of one burst (bit) of a signal in a CC, then t l vi ij= . 
If the message has n  bit, then the time during which it takes the i-th CC will be 
t n ci i+ . Accounting for the values ti  needed for networks with a large geograph-
ical length. Under the assumption that CCs are error-free and reliable, the source 
of randomness will be only a random value of message length – n.

For communication networks with medium connectivity, SNs have more 
than one input channel and more than one output channel. Using the assumption 
of independence, a single CC can be represented as a single-line queuing system 
with a Poisson flow at the input and an indicative service time with an average  
value 1/ .µci  For such a queuing system, the delay caused by the waiting time 
and the service time will be written in the form T n c ci c i i= +/ ( ) / ( ),µ µ1  where 
n Tc i i= λ . Then, substituting the values nc  found by the Little’s formula, per-
forming the corresponding transformations, let’s obtain the expression for:

 T ci i i= −1/ ( ).µ λ  (5.64)

Then, (5.64) is substituted into (5.63) and finally an expression is obtained  
for the average delay time of messages in the communication network:

 T ci i i
i

V

= −
=
∑( / )[ / ( )].λ γ µ λ1

1

 (5.65)
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By analyzing relation (5.65), it is possible to draw certain conclusions re-
garding the average message delay in the CN. In the case when the set ci{ }  is 
relatively homogeneous, with an increase in the load on the network, no term 
in expression (5.65) will dominate until the flow in one of the CCs (for example, 
in i-th) reaches the capacity of this channel, corresponds to a bottleneck online. 
Moreover, the value T  is growing rapidly.

The analysis of the causes of message delay during transmission through the 
CN allows to directly go to the solution of the minimization problem by choosing 
the appropriate CC. The task of choosing the optimal capacity (OC) of channels 
in CN is one of the most important in the design (synthesis) of communication 
networks. This task is formulated as follows:

Flows { }λ i  and network topology are given It is necessary to minimize T  due 
to variation in CC capacities { }ci  taking into account restrictions on the CN cost.

 D d ci i
i

V

=
=
∑ ( ).

1

 (5.66, а)

Let’s consider the case of linear cost functions for capacities:

 d c d ci i i i( ) ,=  (5.66, b)

where di  is the cost per unit of capacity for the 1-th CC.
Cost coefficients di  vary depending on the CC parameter, in particular, di are  

taken proportionally to the CC physical length. In the case of a linear relationship, 
maintaining the total cost at a fixed level will be equivalent to supporting the over-
all CN capacity at a certain constant level.

From (5.65) it follows that any solution to the OC problem should be imple-
mented such that the i-th channel has capacity ci i> λ µ/ . From the point of view 
of message delay in the CN, it is not so significant as the allocation of excess of 
the CC capacity over the incoming traffic. It is only important that the condition 
indicated above is met.

Thus, an analytical expression is obtained for the objective function, the 
quality criterion (5.65). Now it is necessary to find the minimum value with re-
strictions on the CN cost (5.66, a).

To minimize the Lagrange functional:

G T d c Di i
i

V

= + −










=
∑β

1

,

where β  is the Lagrange multiplier.
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If to find the minimum value G  when varying the capacity of the chan-
nels { }ci  and taking into account the limitations, then the problem will be solved. 
Using the method of uncertain Lagrange multipliers, it is possible to arrive at an 
optimal solution:

 c D d d diopt i e i i i i i
j

V

= +
−

∑λ µ λ λ/ / ,
1

 (5.67)

where De is the additional cost:

 D D de i i
i

V

= −
=
∑λ µ/ .

1

 (5.68)

From (5.68) it follows that at the beginning of the design, capacity is allo cated 
for each CC, corresponds to the load λ µi / .  The remaining reserve capacity is 
distributed between the CCs in proportion to the square root of their loads. In 
order to be able to get the final value for the average delay of messages in the de-
signed CN, its total cost should be greater than the sum of the costs for all V  CCs.  
Then the difference (5.68) will be added value, which is aimed at supporting the 
necessary characteristics of the CN in real conditions.

Substituting expression (5.67) into (5.65), let’s obtain an expression defining 
the minimum message delay time in the CN:

 T l D de i i
i

V

min / ( ) / ,=  








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=
∑µ λ λ

1

2

 (5.69)

where l  is the average path length in the CN.
Relation (5.69) makes it possible to calculate the minimum average delay of 

the CN, if the CC capacity is chosen optimally according to (5.67). When De → 0 
the average message delay increases unlimitedly. If De > 0,  the OC problem has  
a practical solution, that is T < ∞.  If De ≤ 0,  the problem has no realized solution. 
Relations (5.67) and (5.69) give a complete solution to the OC problem in the case 
of a linear cost function.

By analyzing expression (5.69), a number of useful conclusions can be 
drawn. First of all, T  is a strictly increasing function of the average path length l .  
So, the CN topology has to be chosen so as to obtain the minimum average length 
of message transmission paths in the network. The latter is naturally achieved in  
a fully connected CN, that is, where each pair of nodes is connected by a CC.

The above optimization results were obtained under the condition that ex-
ternal traffic γ jk  is known and constant, and the routing procedures are fixed.  
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If they are either unknown or change in time, then it is impossible to find the 
traffic parameters in the channels λ i , which means that it is optimal to distri-
bute traffic according to (5.67). Therefore, it is necessary to introduce an adaptive 
routing procedure; it allows alternatives for selecting routes in order to search for 
paths with underloaded channel capacity.

Thus, the general conclusion for solving this optimization problem is as fol-
lows. If the parameters of the incoming traffic γ jk  are known and become, then, 
assuming a linear cost function, it is possible to design optimal communication 
networks from the point of view of selecting capacity that exactly correspond to 
the CN traffic with a fixed routing procedure. If the traffic parameters γ jk  are 
either unknown or change over time, then an adaptive route selection procedure 
should be used, which allows real traffic to adapt to an unsuccessful set of CC 
capacity.

Therefore, when designing complex CN, it becomes necessary to solve indi-
vidual particular problems of CN optimization. These are the tasks of choosing 
connecting paths between CN users in such a way as to ensure the most efficient 
use of network equipment; provide the minimum possible path lengths and the 
number of transit sections in the tracks; provide the necessary amount of CC in 
the ways. In particular, during the analysis and synthesis of CN, it becomes ne-
cessary to solve the problem of finding the many paths that exist between a given 
pair of SN. All methods for finding paths in the CN are divided into two classes: 
matrix and network. Matrix methods are based on the transformation of various 
matrices – topological or matrix characteristics of the edges of the graph describ-
ing the CN. Network methods are based on constructing a tree of paths from  
a fixed source vertex to the remaining vertices of the graph. Network methods are 
the graphic equivalent of matrix methods.

Other problem that arise in the CN design are the problems of distributing 
channels and information flows, taking into account various criteria for the weight 
characteristic of paths. The most common distribution methods are methods that 
use the «shortest» paths. Short ones mean paths that are the shortest in length, 
with a minimum number of transit sections, with maximum capacity, minimum 
cost paths, maximum reliability. Today, there are a number of methods that allow 
to streamline the procedure for determining the length of a rank or other charac-
teristics of paths. Conventionally, these methods can be divided into two groups: 
matrix and network. The matrix is Floyd algorithm, which makes it possible to 
obtain both the shortest distance matrix and the route matrix, which determines 
the vertices of the graph that make up the paths. Flow distribution algorithms in 
the CN based on the Ford and Fulkerson theorem on maximum flow and mi-
nimum cross section in the network. When designing, both matrix and network 
algorithms for distributing flows in networks are used.
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5.6 Mathematical models of communication network  
control systems

5.6.1 Principles of building a communication network  
control system

First, let’s outline the general provisions for optimal control of objects. The 
control system (CS) includes a control object, a control device, implements con-
trol solutions, and a measuring system. The control object receives useful input ef-
fects X t( )  and interference ξ / .t( )  The state of the object is determined by some 
reaction V t( ).  The process of extreme control consists in developing, according 
to estimates of the state of an object 



V t*( )  obtained with the help of a measuring 
system and an estimation algorithm, optimal control actions U t( )  that bring the 
control object to the required state V t( ). The effectiveness of the control system is 
determined by the selected optimality criterion. The quality of the control system 
is determined by the degree of deviation of the real state of the system V t*( )  from 
the desired V t( ) : ψ( ) ( ) ( ).*t V t V t= −

It is necessary to develop such control actions U t( )  in order to achieve the 
extremum of some target functional, in particular,

J V t V t U= −  →1

2
( ) ( ) .* min



The general scheme of extreme control is shown in Fig. 5.1

 
Fig. 5.1 General scheme of extreme control
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In accordance with the purpose, the communication network control system 
is a set of services and software and hardware that provide the network adminis-
tration with information about the operation of the network and make it possible 
to automatically or automatically influence its operation. A communications net-
work is a distributed system. Network control organization includes:

a) collection of control information about the state of network elements;
b) analysis of the qualitative characteristics of the network for their com-

pliance with user requirements;
c) development of control decisions;
d) bringing this decision through the control technical means of implement-

ing decisions (TMID) to the network elements.
In this regard, the following are fundamental for network control:
– control of a real network is discrete, that is, the control system makes 

changes to the characteristics of the network to achieve its qualitative 
indicators of some critical values;

– reaction of the control system to possible critical situations during net-
work operation (overload, equipment failures, etc.) occurs with some de-
lay associated with the speed of control algorithms and the performance 
of technical equipment of the control system. If this delay is above a cer-
tain value, then the control actions will be inadequate to the situation, 
which may have negative consequences. In other words, stochastic sta-
bility of control is fundamental. The thresholds and stochastic stability 
of control are determined at the design stage of the control system. In CS 
network can be allocated such relatively autonomous, functional subsys-
tems (Fig. 5.2).

The development of network control applications is closely related to the 
mathematical modeling of network control processes and its elements. The 
autono mous design of each of the selected control subsystems is a solution to 
two problems: optimization of the structure and optimization of functioning 
algorithms. Since the structure of the DCS is determined by the structure of the 
information delivery system (i. e., telecommunication network), when modeling 
the DCS, the main task is in optimization of its algorithms, the main of which is 
routing, which ensures the distribution of information flows in accordance with 
a specific plan, and controls the flows, control of input and transit loads in the 
network. In the process of solving these problems, threshold characteristics of 
qualitative indicators of network performance can be obtained, the passage of 
which requires either operator intervention or automatic redistribution of load 
flows. When simu lating ACSs and MSs, their own structure and recommenda-
tions to the operator for controlling the primary and secondary networks (models 
and algorithms for managing the network structure) are subject to calculation.
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Fig. 5.2 Organization scheme for communication network control:  

control information collection system (CICS); dynamic network resource control 
system (DCS); maintenance system (MS); administrative control system (ACS); 

technical means for the implementation of control decisions (TMIC)

Mathematical modeling of the network is necessary both for solving the 
above problems and for developing numerous control applications. This direction 
is the most important in the design and implementation of network control of 
modern communication networks.

5.6.2 Features of the mathematical model in the problem of optimizing  
network resource control

The main task of DCS resources is in collection of statistical data on the ope-
rating modes of communication equipment and to ensure the efficient operation 
of the network and network elements. The following main classes of DCS func-
tions can be distinguished by resources.

Dynamic control. Dynamic control of the probability-time characteris-
tics (PTC) of information delivery (quality of service) and development of 
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solutions to support them within the specified limits, including monitoring and  
documenting network parameters regarding the requirements for delaying mes-
sages, the magnitude of denial of service, connection support, connection quality, 
dependent from criteria for evaluating network performance and message prio-
rity; operational monitoring of network equipment operation parameters, the 
decrease of which relative to the norm can cause poor quality of service in the 
network; collection of load data in network elements.

Load control. Control of subscriber load and access to the network (using the 
tariff schedule, priority service, threshold control, limiting the subscriber load by 
automatically disconnecting part of subscribers, assigning payment for repeated 
calls, organizational measures to notify subscribers, etc.) controlling inter-nodal 
and internally nodal load flows ( organization of bypass directions, changing 
routes by threshold characteristics, protection against calls that have a low prob-
ability of successful completion, about border load transit, equipment configura-
tion changes in overload situations, adaptive scheduling of work programs, etc.); 
load control at the outlet of the network (measures to increase the value of the 
served load).

Formation of service messages and their transfer to the CCR and CCT. One of 
the problems during network operation is the optimization of the flow of informa-
tion control carried out in the DCS. The main objectives of the DCS is the optimi-
zation of routing, provides the distribution of information flows and flow control, 
aimed at limiting the incoming and transit network loads. Optimal solutions in 
the general case depend on time, which makes it difficult to solve the correspond-
ing optimization problems of mathematical programming (called optimal control 
problems). However, a characteristic feature of controlled communication net-
works is the relatively slow change in the state of networks over time. This allows 
to introduce the concept of the so-called control interval Ta ,  during which the 
state of the network remains practically unchanged, that is, it can be considered 
stationary. Consequently, the solution to the simplified mathematical program-
ming problem remains unchanged, the formulation of which does not explicitly 
include time. The control process can be represented in the form of multiple (with 
a period Ta) solution of such simplified mathematical programming problems.

The specific formulations of mathematical programming problems (specific 
objective functions and constraint functions) are directly determined by the se-
lected resource control algorithm, the nature of the network, the set of its struc-
tural parameters, the adopted routing method, etc. Determining the objective 
function in this case is a complex independent task that precedes the solution of 
the optimization problem control in general and routing in particular.

The least difficulties are associated with the solution of optimization prob-
lems of load control. It is known that an increase in load above a certain value 
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can lead to a loss of operability of the switched network. Routing reduces to  
a certain extent network losses during congestion, however, in order to avoid loss 
of network operability, it is necessary to control the input and transit loads. In other 
words, message flow control is required. The threshold value is fundamental to the 
methods of flow control in circuit-switched networks (CSW): the circuit bypass 
is chosen for use if the number of occupied channels on all transit sections of the 
circuit does not exceed the threshold. A characteristic feature of networks with  
a CSW is the close relationship of routing algorithms with flow control algorithms. 
A generalization of the results of analytical and statistical modeling of these algo-
rithms allows to draw the following conclusions: when using only routing algo-
rithms, there is always a critical load in the network at which the maintenance of 
bypass routes is better; the use of thresholds for overload at any overload provides 
a reduction in losses compared to losses in the network without workarounds.

5.6.3 Shortcuts and optimal distribution plan in the network

In branched switched communication networks, between any two network 
nodes (source and destination), as a rule, there are several independent ways in 
which messages can be transmitted. The main task of routing is to select a specific 
path from the specified set. The selection is made using matrices (tables) of routes 
that are stored in each switching node (SN). The route matrix Mi  of i-thsets the 
priority for the selection of outgoing directions when establishing a node connec-
tion with any of the other network nodes.

The matrix Mi  can be represented as follows:
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 (5.70)

where N  is the number of network nodes, βij  is j-th branch originating from  
i-th SN, Ai  is the number of branches originating from SN i , mijr  – the element 
that determines the serial number of the branch βij  when choosing message trans-
mission paths from SNr  to SN i  – in the case of a simple matrix of routes, or the 
probability of choosing the branch – in the case of a stochastic matrix routes βij ;
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m r Nijr
j

Ai

= =
=

∑ 1 1
1

, , .

Let a set of route matrices M i Ni , ,={ }1  be given. This means that for the entire 
network a given plan for the distribution of information. With a static plan for the 
distribution of information, static (fixed) routing is performed on the network. How-
ever, the most efficient use of network resources is achieved with adaptive routing, 
when the information distribution plan changes in accordance with the network ope-
rating conditions, changes (overloads in individual directions or sections of the net-
work, damage to channels or their bundles, damage to CNs, etc.). A similar dynamic 
distribution of information flows was first proposed for telephone networks, but re-
ceived practical use in the CN packet switching. Beginning with the ARPA network, 
adaptive routing has been applied to one degree or another in almost all created CNs.

Adaptive routing involves choosing the best ways to transmit information 
depending on the situation on the network. Routing optimization can occur both 
according to general network and local optimality criteria. The former include the 
average delay in the transmission of messages (packets), the average probability of 
timely delivery in EP networks, integral losses in the CSW networks, the maximum 
allowable values for the length or cost of the road, and the like. Local criteria may 
include a delay in transmission between a group (steam) of subscribers, the pro-
bability of loss in individual communication directions, etc.

In the general case, the choice of the optimality criterion for an algorithm in 
DCS is ambiguous. Preference should be given to criteria related to CC capacity 
factors. This means that such routing or flow control solutions are considered 
optimal that, while fulfilling the requirements for the information delivery charac-
teristics, make it possible to maximize the use of the capacity of the network paths, 
or to obtain the maximum values of the capacity factors of the network paths.

In accordance with the optimality criterion for each branch, it enters one 
route or another, some of its weight (cost) is determined.

A route with a minimum or maximum weight, which is the linear sum of the 
branch weights, is considered optimal by this criterion, or by the shortest path.

Depending on where the calculation of route matrices is performed and  
a decision is made on the routes for this SN. With adaptive routing, the following 
are defined:

– centralized routing, in which the decision on routes is made in the net-
work route center;

– distributed (decentralized) routing, in which each SN determines the shor-
test paths to all nodes of the network using certain algorithms for ex-
changing service information between nodes, characterizing the state of 
the output directions of the node;
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– isolated routing, when each node itself decides on the transmission path 
according to individual criteria without exchanging service information 
with neighbors;

– mixed routing, which is one or another combination of centralized and 
distributed routing.

To calculate the routes of all types of routing, two main classes of algorithms 
are used:

– algorithms for determining the shortest path provides for a given source- 
destination pair a choice of the optimal (short) path according to a given 
criterion;

– algorithms for the probabilistic (alternative) selection of possibleroutes for 
a given source-destination pair that minimize (or maximize) a crite rion 
for optimizing routing throughout the network, taking into account the 
average load arriving in the network, between all source-destination 
pairs. In this case, for a given pair, the source-destination is determined 
by the set of routes with the probability of their choice.

In the shortest path determination algorithms, as a rule, two solution me-
thods are used: node and branch numbering methods and matrix methods. The 
numbering methods of nodes and branches are usually iterative and determine 
the shortest path from a given node to all other network nodes. Matrix methods 
allow to find the shortest paths between all nodes of the network at the same time, 
using operations on the matrix weight communication can miss a certain load 
with the increase in network branches. In packet-switched networks, two more 
methods have been most used; they are varieties of the above methods: Ford and 
Fulkerson methods and Dijkstra’s methods.

5.6.4 Features of the mathematical model in the optimization problem  
of network traffic control

Network load above a certain value occurs by saturation of the network, 
and this, in turn, can lead to the loss of its performance. They talk about  
a situation when the input load exceeds the potential network performance or 
the transit load in the SN is growing also due to an increase in the input load. 
It is necessary to control the input load and maintain a certain ratio between 
the input and transit loads. Such control is carried out using flow control  
algorithms.

Flow control in networks with a EP is aimed:
1) prevent a decrease in network efficiency due to congestion;
2) eliminate the loss of network performance (full block);
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3) optimally distribute resources between users;
4) ensure compliance between network performance and input load.
Formal statement of the routing optimization problem. The main task of 

routing is in selection of a specific path from the set of acceptable paths between 
any two SNs (source and destination) using route tables. The route matrix of the 
Ai SN sets the sequence or probability of choosing outgoing directions when 
establishing connections from the i-th node to any ( )r y−  node of the network.  
A set of routing matrices M i Ni , ,={ }1  is a plan for the distribution of informa-
tion. In accordance with the route optimality criterion, for each branch, it enters 
into different routes, a certain weight is determined. A route with a minimum 
(maximum) total weight is optimal according to this criterion. Different optimiza-
tion criteria generate different routing plans. Similarly, the use of various common 
network and individual criteria for optimizing routing also leads to solutions that 
match. Therefore, there is no universal routing. However, the general statement of 
the problem of optimizing the information distribution plan (routing) can be for-
mulated, if do not specify the type of criterion. It could be like that. Let a network 
graph G V U,  ( )  be given in which the set of vertices V  corresponds to a SN with 
capacities C ti ( ),  i N= 1, ,   the set of edges U  corresponds to the communication 
branches with capacities C tij ( ),

U i j i N j A A N i j i jij i= = ={ ∈ −[ ]{ ≠ ∀ }, ; , , , , , , ,                         ,1 1 1 1

Ai  is the number of edges (branches) arising from SN i .
Optimization is carried out on the control interval Ta .  Its size is chosen so 

that the value is not exceeded Tm  – the time interval between recorded changes in 
the network (functional and structural), that is, the condition must be met:

 T Ta m≤   .  (5.71)

It is also assumed that one more condition is followed, which includes the 
values Ta :

 T Tcit a   ,  (5.72)

where Tcit  is the total time of control information transmission about changes in 
the network, development of actions (solutions to the corresponding optimization 
problems), control and transmission of control service information.

Condition (5.72) allows to justify the requirements for the time characteris-
tics of adaptive routing algorithms.

The input flow is characterized by a set of functions λ ir t i r N( ), , , .= 1  The va-
lue λ ir t( ) is the intensity of the input flow at the node i  addressed to the r-th node.
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Consideration of conditions (5.71) allows to exclude the time for consider-
ation and use the following parameters:

 C t C C C t C Cij t T a ij i t T a i
a

a
( ) , ( ( )) ( );

∈ ∈= = = =1 2
 (5.73)

 Λ Λin ir t T ina irt t
a

( ) ( ) .= = =
∈

λ λ  (5.74)

Route coefficients in the route matrix are defined as:

 P P i k j Mij ikj= ≥ ∈{ }{ }0,( , , ) ,  (5.75)

where Pikj  is the part of the total flow λ i j( ) directed along the k-th branch from  
the i-th node addressed to SN i .

Conditions must be met:

 P P i k N j Aikj ikj i
k

Ai

= ≥ = =
=

∑ 1 0 1 1
1

, , , , , , , (5.76)

The flow intensities in the network branches are defined as follows:

 λ λik ikj i j i
j

P i k N j A= = =∑ ( ), , , , , ,1 1  (5.77)

where λ ik  is the intensity of the flow in the branch connecting SN i  and SN k .
The intensity of the full flow at SN i  addressed to SN k  be defined as:

 λ λ λi r ir kir k r
k

N

P( ) ( ).= +
=

∑
1

 (5.78)

Conditions must also be met:

 λ µij ij ii N j A< = =, , , , ,1 1  (5.79)

where µ ij  is the intensity of service on the branch ij,  depending on the va- 
lues Cij  and Ci .

The question of giving conditions (5.79) of an algorithmic form deserves  
a separate consideration.

For networks routed by route variables (packet switching, messages, chan-
nels), the optimization problem is formulated as follows:

 Q C C Pina a a ij Pij
( , , , ) .maxΛ 1 2 ⇒  (5.80)
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Under conditions (5.71)–(5.79), the formulation of the optimization problem 
changes:
 Q C Cina a a Ua

( , , ) ,maxΛ 1 2 ⇒  (5.81)

where Ua  is control when short and bypass routes are allowed for part or all of 
the flows in the network.

For real networks with unreliable channels and a finite time to bring the 
controllers to the controlled objects in the formulations of problems (5.80),  
(5.71)–(5.79) and (5.81), (5.71)–(5.79) (hereinafter, problems I and II, respective-
ly), it is necessary include one more condition:

 U Ua a ex= ,  (5.82)

where Ua ex   is executed control action.
If when solving problems I and II, condition (5.71) is not taken into account, 

that is, it is considered that the network does not change during the entire pe-
riod of consideration T ,  then it is about static routing. In general, if the condi-
tion (5.71) is met:
 T Ta= ∑  (5.83)

introduce the concept of adaptive routing.
Under certain conditions, problems I and II can be greatly simplified. The 

most important of the simplifications is the breakdown of the original task for the 
entire network into a set of nodal tasks, when each SN node makes decisions on 
message routing independently of the others, that is, a distributed routing algo-
rithm can be built. Such a conversion may be exact or approximate.

In the first case, the set of nodal solutions provides an optimal plan for the 
distribution of flows as a whole in the network; in the second, it is only possible 
to talk about the degree of proximity to the overall optimal solution. Accurate 
partitioning is possible under a number of essential conditions. First of all, it is 
necessary that the objective function be adaptive or multiplicative with respect to 
variables Pijr ,  that is, it must be a sum or a product of functions, each of which 
depends only on its nodal variables.

Secondly, which is also absolutely necessary, the variables Pijr  should not 
depend on r, that is, they should be unknown:

 P f P Mijr ij ij ij i j r= = ∀ ∈( ) , ., ,λ  (5.84)

Moreover, the exchange of service information between the SNs is not needed,  
that is, a routing algorithm can be completely distributed.
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And finally, the input flow also should not depend on, since otherwise the 
functioning of each of the nodes depends on all the other nodes, and there can be 
no question of the exact breakdown. Examples of nodal problems are discussed 
below.

In a real network:

P fijr a a ir
ri

= ∑ ∑ = ∑∑( ), .Λ Λ λ

Therefore, in order to build optimal distributed routing, in addition to ful-
filling other conditions, the exchange of service information between SNs is ne-
cessary, while the condition U Ua a ex=  that can be fulfilled with the corresponding 
time characteristics of adaptive routing algorithms is of fundamental importance.

The following statements follow from this:
1. By the objective function Q( )•  of an arbitrary form, the optimal infor-

mation distribution plan (optimal routing) can be found for the com-
munication network with a given Λ

a∑  in control interval Ta ,  with full 
network observability and condition T Ta cit≥  fulfillment. Moreover, if 
the network is observed at one point, then a centralized routing strategy 
will be implemented. If the network is observed at many points of the 
network during the exchange of service information managing between 
them, a decentralized (distributed) routing strategy.

2. Fully optimal distributed routing in the network, which does not require 
the exchange of service information between observation points, can be 
carried out in a network with an objective function Q( ),•  which is a sepa-
rable function of routing variables at the observation points. In addition, 
the above requirements Pijr  to λ ir  must be observed. Since, in the gene-
ral case P fijr = ( )ΛΣ  for ∀ ∈i r j M, , ,  then there is no optimal distributed 
routing without the exchange of service information between the CCs. 
For such routing to exist, conditions (5.84) must be satisfied.

3. In static routing, the condition T Ta cit≥  is not taken into account; in adap-
tive routing, it acquires a determining value.

The problem of finding optimal static routing coincides with problem 1 in 
the absence of a condition and is, in fact, the task of distributing information flows 
in the network.

If

P
j

jijr =
=
≠
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then, when solving problem 1, the distribution of flows with fixed routing will  
be found.
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The methods for solving problems 1 and 2 essentially depend on the type of 
the objective function Q( )•  and, therefore, will be different for networks with 
different types of switching.

A feature of optimization algorithms for control systems of the problems 1 
and 2 is the presence of uncertainty about the design environment and the states 
of system elements. This circumstance can lead to errors in making decisions that 
appear during the operation of control algorithms.

Therefore, such assumptions are considered a priori valid, allowing to con-
sider the found control solutions as stochastic stable:

1) symmetry of the communication network uses the methods of optimal 
organization of processing measurements of the parameters of the design environ-
ment, which allow to minimize a priori uncertainty in their values;

2) statistical processing of observations allows replacing stochastic optimi-
zation problems with deterministic ones by replacing the components of random 
vectors of the design environment with their mathematical expectations;

3) to solve problems 1 and 2, if necessary, appropriate generalizations of the 
objective functions and space limitations of the design environment are applied;

4) the optimal control in tasks 1 and 2 can be determined using the assump-
tion of full network observability (full information). This means that, provided 
that the time requirements for collecting and processing information about the 
network state are met, it does not exceed the amount of time the design environ-
ment changes, the accuracy of the solution will depend on how much the con-
ditions for the instantaneous execution of the control action ( )U Ua a ex=  on the  
interval T ta− >1  can be considered fulfilled.

In other words, if the transmission speed of the control information is high, 
and during the transfer of the control decision there will be no change in the 
current situation in the network, then the necessary accuracy of real control can 
be obtained. It is believed that the CS reaction time is such that U Ua a ex=  is true. 
This implies the requirement for the transmission rate of service information.

The formulated provisions can be considered as external requirements for in-
dicators of symmetry and transmission speed of service information in the DCS.
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This section provides practical features of the application of scalar and 
multicriteria optimization methods in the course of solving some problems of 
planning and designing communication networks. In particular, the problems of 
optimizing the topological structure of the communication network, choosing 
the optimal capacity and optimal flow distribution under the given restrictions 
in message switching networks, as well as the problems of choosing the optimal 
design options for the data network, optimal planning of cellular communi-
cation networks, optimal routing, selection optimal speech codecs, optimal 
distribution of network resources, taking into account the totality of quality  
indicators.

In preparing the materials of the unit, the works [10, 11, 15, 16, 35, 45, 48] are 
used, which can be addressed in the course of an in-depth study of these issues.

6.1 Optimization problems of the topological structure  
of a communication network

Designing communication networks requires solving a set of complex in-
terrelated tasks, which include: optimization of the topological structure and 
capacity of communication channels; choice of routes; selection of flow control 
methods and determination of control parameters; analysis of the buffer memory 
volumes of switching and routing nodes and the choice of buffering strategies 
during congestion and the like.

Formally, the task of designing a global network comes down to finding the 
minimum of the functional of the present value:

 E(H, ,Y)Ω → min  (6.1)

in the presence of restrictions on the probabilistic-temporal and structural cha-
racteristics of the network:
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 W H Y Wi i( , , )Ω ≤ 0  (6.2)

and requirements for membership of many network architecture options satisfy-
ing the constraints (6.2) in the field of technically feasible solutions:

 Q H Y Q( , , ) .Ω ∈ 0  (6.3)

Here H  is a vector quantity that displays the network load parameters, in-
cluding the intensity of message flows between each pair of network switching 
nodes, the distribution of message lengths, the priority of message flows, and 
the like; Ω  is vector value, which is a set of parameters of technical means, in-
cluding the performance of switching nodes and channel-forming equipment,  
the reliability of technical means, the reliability of information transfer, and the 
like; Y  is vector quantity, which displays the parameters of the logical structure 
of the network.

The means from this general design problem is in creation of a complex of 
mathematical models, among which the models of queuing systems (QS) occupy 
an important place. At the same time, high design quality can be achieved only 
when individual methods and models are combined on the basis of a systematic 
approach into a single design system and cover all or most of the design problems.

The presence of difficult formalized facts and limitations, the proximity of 
some initial data and the multi-criteria nature of the general task of designing 
communication networks necessitates the use of an interactive design mode. This 
mode allows to combine modern mathematical models and optimization me-
thods with the experience and intuition of the designer in a single process. This 
provides the designer with the ability to monitor the design process and actively 
intervene in the search for optimal solutions.

The practical impossibility of formulating and solving within the framework 
of one mathematical problem of the whole complex of problems of designing  
a communication network leads to the necessity of using a procedure based on 
decomposition. Such decomposition is possible both at the structural level and at 
the level of solving individual design problems and allows to move from tasks of 
large dimension to a sequence of tasks of smaller dimension.

Decomposition at the structural level means that the design of a communica-
tion network is reduced to the independent design of a number of subnets, subject 
to the conditions of coincidence or proximity of optimal solutions to the network 
design problem and the corresponding solutions for subnets. These conditions 
include: subnets beyond the scope of restrictions must be independent; the ob-
jective function of the network is clearly a monotonous function of the objective 
functions of the subnets.
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As a criterion in the design of a communication network, a generalized economic 
criterion is often chosen – reduced costs, which include the cost of renting communi-
cation lines in the base and regional networks, as well as the reduced cost of switching 
nodes. Other criteria (average delay time, reliability, etc.) are used as a limitation in 
solving the design problem. Obviously, with this choice of criterion and restrictions, 
the above conditions are satisfied when the global communication network is de-
composed into the base and regional networks due to the additivity of restrictions 
and the objective function, which is the sum of the reduced costs for the base and 
regional networks. This allows independent design of core and regional networks.

Decomposition at the design level of the base and regional networks means the 
creation of a multilevel hierarchy of interconnected models, the analysis of which al-
lows to obtain a solution to the common design problem for each of these networks 
and thereby comply with the principle of independence of the solution to the design 
of the computer network as a whole.

6.1.1 Problem statement of network topology synthesis

The task of synthesizing a topological structure is one of the main ones in 
the design of a communication network and consists in choosing the optimal 
connection scheme for switching and concentration nodes, choosing the line ca-
pacity and the optimal information transmission routes. The choice of topological 
structure is carried out according to the criterion of the minimum total annual 
lease of communication channels in the presence of restrictions on the delay time 
and reliability of information transfer. The reliability requirement in the design of 
basic and terminal networks is taken into account by introducing restrictions on 
the network connectivity (the number of independent routes from source nodes 
to destination nodes) and the number of retranslations in the route (number of 
intermediate switching or concentration nodes). It is assumed that the number 
of retranslations is not more than two and the principle of biconnection is used. 
In accordance with this, each source-destination pair is connected by at least two 
paths that do not have common nodes and channels. Thus, when a node or a com-
munication channel fails, the network remains operational.

The initial data for the topological design of the information network are 
based on the requirements of the technical specifications for the functional and 
technical and economic characteristics of the information network and include:

– technical and economic characteristics of switching nodes and concen-
tration of information, channels and data transmission equipment;

– requirements for time delay reliability and reliability;
– matrix of message flows from sources to recipients;
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– volumes of information and service messages transmitted by the network;
– dependence of rental cost on the length and capacity of communication 

channels.

6.1.2 Combinatorial algorithm for topological network optimization

Let’s consider a combinatorial algorithm for solving the problem of choosing 
the optimal connection scheme for package switching nodes, selecting routes and 
capacity of lines, which was used at various stages of design and development  
of large-scale networks.

The combinatorial approach is based on the representation of the data trans-
mission network in the form of a finite graph without loops and multiple edges, 
whose vertices correspond to the network nodes, and the edges correspond to 
communication lines. Such a representation is convenient for studying the cha-
racteristics of a network using well-developed graph theory.

The use of graph theory to solve the problem of topological optimization 
has long been considered unpromising because of the need to study a significant 
number of possible options for connecting network nodes.

The nonlinear dependence of cost on the length and capacity of communi-
cation channels greatly complicates the solution of the problem of synthesizing 
a topological structure, not allowing the direct use of simple analytical results. 
Therefore, for the design of a computer network, in accordance with the principle 
of independence, it is carried out independently for the base and regional net-
works, more complex numerical algorithms are used.

Nevertheless, recently the combinatorial approach has been finding wider 
application in solving the topological optimization problem. This is due, firstly, 
to an increase in the performance of computers used to calculate combinatorial 
problems, secondly, to the development of new effective algorithms for generating 
graphs with specified properties and, finally, the extensive experience in the deve-
lopment and operation of data transmission networks allows to reasonably formu-
late the requirements for designed network, which significantly narrow down the 
class of possible solutions to the topological optimization problem.

The following is a description of a number of combinatorial algorithms for 
topological optimization, taking into account the main real requirements for the 
design of computer networks. The need to develop combinatorial algorithms is 
caused by at least the following reasons:

1. Large-scale data transmission networks are usually designed in stages, 
and the network dimension at the first stages is small, which allows one 
to obtain an exact solution to the topological optimization problem using 
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combinatorial algorithms. At the same time, approximate algorithms are 
known that do not allow finding the exact solution even for networks of 
small dimension. Moreover, the best heuristic algorithms according to the 
developers give an error of up to 10 %.

2. The presence of an exact solution allows to evaluate the quality of well-
known and newly developed heuristic algorithms.

3. Combinatorial algorithms provide ample opportunities to study the pro-
perties of optimal solutions and optimize functions, which in turn create 
the prerequisites for the development of new efficient algorithms.

The developed algorithms are software realized in the application package for 
synthesizing the topology of data transmission networks that implement:

– accurate and approximate algorithms for constructive enumeration of 
graphs to solve the problem of topological synthesis of a network of mi-
nimum cost in the presence of restrictions on reliability, are effectively 
used at the stage of pre-project network research;

– combinatorial algorithms for accurate and approximate solutions to the 
problem of synthesizing topology, selecting capacities and routes are 
used at the stage of technical design and in the process of developing 
a computer network;

– algorithm of «saturation of the section»;
– algorithms for solving the problem of topological synthesis of networks 

with increased reliability requirements, in particular, designing net-
works with the number of independent paths between each pair of nodes 
greater than two;

– heuristic algorithms for the synthesis of topology of large-dimensional 
networks.

6.1.3 Optimization of the topological structure according to the criteria  
of cost and reliability

In some cases, the simpler topological optimization problem is of interest, 
the statement of which does not take into account the requirement for informa-
tion flows passing through the network.This problem is solved at the pre-design 
stage of creating a network without detailed information about network protocols, 
input intensity matrixes, etc.

Let the network be described by a graph G V U0( , ),0  where N V=  is the 
number of vertices and M U0 0=  is the number of edges of the graph G0.

Let’s consider a spanning subgraph G V U( , )  of a graph G0  in which N V= , 
M U= . Let’s denote: D G( )  is the diameter of the graph G, D Gu( ) and D Gv( ) are 
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the diameters of the graph Gu  obtained from the graph G  by deleting an arbitrary 
edge and the graph Gv  obtained from the graph G  by deleting an arbitrary vertex. 
The inherent weights and level of the cost of renting channels between pairs of 
switching nodes are assigned to all edges of the graph G. Under the cost of the 
graph G let’s mind, the sum of the weights that go into the G  edges (indicated). 
Let’s denote by X  – the set of all spanning subgraphs of the graph G0.

Then the statement of the synthesis problem for the topological structure of 
the data transmission system is as follows.

– find such a subgraph ′G :

 E G E G
G X

′( ) = ( ){ }
∈

min  (6.4)

under such conditions:

 D G d( ) ≤ 1,  (6.5)

 D G u d−( ) ≤ 2,  for any u U∈ ,  (6.6)

 D G x d−( ) ≤ 2,  for any x V∈ .  (6.7)

Condition (6.5) for determining the diameter of a graph is equivalent to  
a restriction on the length of the shortest path between each pair of vertices. Con-
ditions (6.6) and (6.7) limit the lengths of the shortest paths between each pair of 
vertices when removing an edge or vertex in the graph.

Problems (6.4)–(6.7) are a complex NP-complete discrete programming 
problem. Before describing the algorithm for solving problem (6.4)–(6.7), let’s 
dwell on the method of obtaining a lower estimate of the network cost. On the one 
hand, it allows to estimate the preliminary costs of creating a network (which is 
very important at the pre-project stage of creating a network), on the other hand, 
the lower cost estimate will be used as an important stage for a combinatorial 
algorithm for solving the problem.

Let’s denote by M  the number of edges of the network and determine the 
lower estimate of the cost of the network with M  edges. To determine the lower 
score, the following technique is used: conditions (6.5)–(6.7) are not taken into 
account, and the condition of the graph biconnection is replaced by the necessary 
condition:

deg .v V G∈ ( )( ) ≥ 2

In addition, a new condition is introduced, which is that the network con-
tains M  edges:
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deg .v M
v V G

=
∈ ( )
∑ 2

Therefore, it is necessary to solve the following problem. To find:

E G E G
G X

′( ) = ( ){ }
∈

min ,

if
deg v M

v V G∈ ( )
∑ = 2  and deg .v V G∈ ( )( ) ≥ 2

To solve this problem, the following algorithm can be used. Let Gij  be the 
weight assigned to the edge for which the incidence of the vertices i  and j.

Step 1. Sort matrix rows Eij . Matrix rows Eij  are sorted in ascending 
order of cost. Thus, for each node i, the i-th row of the matrix Eij  contains  
the cost of connecting the i-th node with all other nodes in ascending order (as-
sumed Eij = ∞ ).

Step 2. For each row of the matrix Eij , select the first two elements, that is, put:

E Eij
ji

N

1
1

2

1

∗

==

= ∑∑ .

Step 3. Arrange the remaining elements N N2 2−  of the matrix in as-
cending order of their cost, that is, form a vector  E E E Er i j= { } ≤:  from its other 
elements for i < j.

Step 4. Select the first 2 2− N . In the elements E  of the vector, that is,

E E r

r

M N

2
1

2 2
∗

=

−

= ∑ .

Step 5. Calculate the lower score for the cost of the network with M  edges: 
E E E∗ ∗ ∗= +( )1 2 2. The score is divided in half, since the solution obtained by the 
algorithm contains 2M  edges, and the solution must have M  edges.

Step 6. The end of the algorithm.
It is easy to see that the complexity of the algorithm is determined by step 1 

and is equal to N N2 log .  The number of edges M  is usually unknown. Therefore, 
to obtain a lower estimate of the network cost, it is necessary to determine the 
boundary of the number of edges at which conditions (6.5)–(6.7) are satisfied.

Thus, to view feasible solutions, wit is possible to propose an algorithm, 
which consists in the following. First, the lower limit of the number of edges Mmin 
is determined. For a given number of nodes N  and edges M M= min , let’s inves-
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tigate all graphs that are biconnected and satisfy the constraints (6.5)–(6.7). 
Among these graphs, a graph ′G  is selected whose sum of weights is minimal.  
If in the process of analysis it is established that a cost equal to the lower cost 
estimate for the M  edges is reached on a certain graph, then the search for the 
optimal solution stops. If all graphs with M  edges are analyzed, then the number 
of edges increases by one; a lower estimate of the network cost is determined, and 
if it is not better than the optimal solution with fewer edges, then the algorithm 
ends. Otherwise, all graphs with M + 1  edges are investigated, etc.

Machine experiments of synthesizing the topological structure of networks 
with the number of switching nodes not exceeding ten showed one important 
property of the proposed combinatorial algorithm: no more than 5 % of the to-
tal number of iterations is required to find the optimal solution. The remaining 
iterations are spent on improving the optimality of the solution. Given this prop-
erty, on the basis of the combinatorial approach, effective algorithms have been 
developed that are heuristic for the synthesis of the topology of medium and large 
networks.

6.1.4 Algorithm for generating the main biconnected subgraphs  
of a given graph

The exact solution to problems (6.4)–(6.7) is based on algorithms for con-
structive enumeration (generation) of graphs with specified reliability properties. 
The main drawback of constructive graph enumeration algorithms is the impossi-
bility of their application for the synthesis of large-dimensional networks, since the 
number of generated graphs grows exponentially as the number of network nodes 
grows. A mathematically well-justified method is proposed for reducing the num-
ber of generated graphs when solving the synthesis problem for topology of DCNs.

Let’s consider the problem of finding all the main biconnected subgraphs 
of a graph G0 with a given number of edges M  for which the diameter d1 3≤  
(since networks with a small diameter are of practical importance). The proposed 
algorithm, based on the general search method with returning and fulfilling the 
necessary and sufficient conditions for biconnected graphs with a diameter, does 
not exceed 3. The main ideas of the proposed algorithm are in the following.

Let the vector x x xi1 2, ,...,( ) be a partial solution to the problem. To expand 
the solution, a candidate xi+1  is selected to x x x xi i1 2 1, ,..., , .+( )  If xi+1  is impossible 
to choose, then a return to the vector x x xi1 2 1, ,..., −( )  occurs, a new element ′xi  
is selected, and the process of expansion of the solution is repeated for a partial 
solution x x x xi i1 2 1, ,..., , .− ′( )  If the element ′xi  can’t be selected, then the expansion 
process of the solution is repeated for the partial solution x x xi1 2 2, ,..., −( )  and the 
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element ′−xi 1  is selected, etc. If it is not possible to select the element ′xi ,  then the 
solution can be expanded and the process ends.

6.1.5 Network topological synthesis algorithm

When solving the general problem of topological network synthesis, in 
addition to choosing the optimal connection scheme for switching nodes, it is 
necessary to simultaneously solve the problem of route optimization and choice 
of communication channel capacity.

Since this problem is investigated at each step of the topology synthesis 
algorithm during the generation of the next graph, the solution to the problem 
of selecting the capacity of channels and routes should be realized by a high- 
speed algorithm. Let’s consider this heuristic algorithm, which is a special case of 
choosing fixed routes.

Let’s recall that the task of selecting capacities and optimal routing can be 
represented in this form. Let given: network topology; matrix of information 
flows Λ = λ ij ;  matrix of the cost of renting channels between each pair of net-
work nodes E Eij= . It is necessary to determine the number of communication 
channels Y yrs=  in each connection r s,( )  and the magnitude of the flows 
F frs=  in each connection r s,( )  so that:

 E yrs rs
sr

→∑∑ min  (6.8)

under such restrictions:
1) the delay of the message (package) Tij  in any virtual connection i, j( ) 

should not exceed the specified value T ;
2) the matrix F  must match the matrix Λ;
3) the flow rate in each connection frs  should not exceed the capacity of this 

connection r s, ;( )
4) at each vertex in which a certain flow is directed, the only direction in 

which it will exit from the vertex must be selected.
When choosing an algorithm for solving problem (6.8), it is necessary to 

take into account the requirements for the algorithm to be sufficiently effective in 
terms of the cost of computer time for its implementation.

The following is a description of the approximate algorithm.
Step 1. For all pairs i j,( )  with a direct route, distribute the flows along these 

routes. The resulting flows through these communication lines are denoted by F 0.
Step 2. Determine the minimum number of communication channels so   

that y B fij ij≥ 0.
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Step 3. Arrange pairs i j,( )  for which there is no direct route in descending 
order of flows λ ij ;  mark the resulting list of pairs by Ω.

Step 4. Take the next pair i j,( ) ∈Ω  and choose the shortest route with the 
least load.

Step 5. Direct the entire flow λ ij  along the selected route.
Step 6. If all pairs of Ω  are considered, then go to step 7, otherwise go to step 4.
Step 7. On each pair i j,( )  select the number of channels so that T Tij ≤ .
The above-described algorithm for selecting routes and capacities of commu-

nication lines is used at each step of solving the general problem of topological op-
timization. The combinatorial algorithm for solving the general problem is similar 
to the algorithm for solving the problem of synthesizing a topological structure 
according to the criteria of cost and reliability.

Here, the lower limit of the number of edges Mmin is first determined. For  
a given number of switching nodes and edges M M= min ,  all graphs satisfying the 
constraints (6.5)–(6.8) are studied. For each such graph, the problem of choosing 
the capacity and the distribution of flows is solved. The graph G0  for which this 
task gives the lowest cost is remembered as the optimal solution. Then the number 
of edges increases by one and the process continues.

In conclusion, let’s note that the combinatorial algorithms described in this 
section use only structural constraints on reliability. It is advisable to supplement 
the general tasks of topological synthesis with restrictions on the probability of 
network connectivity, which take into account the failure and restoration of com-
munication channels and switching nodes. In this case, at each step of generating 
biconnected graphs, it is necessary to check the restrictions on the probability of 
connectivity. In the presence of high-speed (polynomial) algorithms for assessing 
the probability of connectivity, this will lead to the rejection of classes of graphs 
that do not satisfy the restrictions on reliability and a corresponding increase in 
the speed of the combinatorial algorithm.

6.2 Problems for optimizing the parameters of package switched 
communication networks

6.2.1 Problem statement of package switched communication networks

The problems of designing package switched communication networks pro-
vides for the use of models of multi-pole queuing networks to solve a wide class of 
problems, which can conditionally be divided into the following 4 groups.

I. The tasks of capacity selection (CS) of communication channels Ci{ }, 
which are formulated as follows. Specified: network topology in the form of  
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a graph G V U( , )  with N  nodes and M  channels, intensities of external pack-
age flows γ j k, ,{ }  intensities of internal package flows λ i{ }. It is necessary, by  
changing the channel capacity Ci{ }, to minimize the average delay of packages in 
the network T  while limiting the cost of the network:

E E C Ei i
i

M

d= ≤
=
∑ ( )

1

or to minimize the cost of the network:

E E Ci i
i

M

=
=
∑ ( )

1

while limiting the average delay time T T d≤  of packages in it.
II. The problems of the distribution of flows (DF) on the communication 

network are formulated as follows. Specified: network topology in the form 
of its graph G V U( , ) with N  nodes and M  channels, intensities of external 
package flows γ j k,{ } and channel capacity Ci{ }.  It is necessary to minimize the 
average package delay T  in the network by changing the intensities of internal  
flows λ i{ }.

III. Problems for selecting capacities and flow allocation (CS DF), 
which are formulated as follows. Specified: network topology in the form 
of its graph G V U( , )  with N  nodes and M  channels, intensity of external  
package flows γ j k, .{ }  It is necessary to minimize the average delay of packages in 
the network T  while limiting the cost of the network:

E E C Ei i
i

M

d= ≤
=
∑ ( ) ,

1

or to minimize the cost of the network:

E E Ci i
i

M

=
=
∑ ( )

1

when limiting the average delay time of packages T T d≤  in it by changing the 
channel capacity Ci{ }  and the intensities of internal flows λ i{ }.

IV. The problems of choosing the topology, capacity and distribution  
flows (TCCDF), which are formulated as follows. Specified: the position of  
N  network nodes and the intensity of the external package flows γ j k,{ }  between 
them. It is necessary to minimize the network cost:
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E E Ci i
i

M

=
=
∑ ( )

1

while limiting the average package delay time T T d≤  in it by changing the net-
work topology in the form of its graph G V U( , ), channel capacity Ci{ },  and inter-
nal flow intensities λ i{ }.

6.2.2 Solution of the CS problem by the criterion of the minimum average 
package delay time in the network with a restriction on its cost

Let’s start by considering the linear cost functions of the capacity of network 
channels, namely:

 E C eCi i i i( ) ,=  i M= 1, ,  (6.9)

where ei  is the channel cost i  per unit of capacity for the i-th channel. Let’s 
note that the cost coefficient ei  can randomly vary depending on any channel 
parameter, for example, ei  is often taken proportional to the physical length of 
the channel.

When studying the theoretical properties of the optimal capacity choice Ci{ }, 
let’s use the average package delay time T  as:

 T Ci i i
i

N

= −
=
∑( / )[ / ( )],λ γ ξ λ1

1

 (6.10)

where ξ = 1/ n  is the reciprocal of the average package length value.
To minimize T , taking into account the restrictions on the cost of the network:

E eC Ei i
i

M

d= ≤
=
∑

1

,

let’s compose the Lagrange function:

 W C T eC Ei i i
i

M

d{ }( ) = + −










=
∑, ,χ χ

1

 (6.11)

where χ  is the indefinite Lagrange multiplier.
Obviously, if find the minimum value W  for varying capacities { },Ci  then 

it will get a solution to the CS problem, since the expression in square brackets 
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is identically equal to zero, and the factor χ  will be determined below. Using the 
Lagrange method, let’s obtain the following system of M equations:

∂ { }( )
∂

=
W C

C
i

i

,
,

χ
0  i M= 1, .

Its solution gives an expression for capacity in the form:

 C
ei

i i

i

= +
λ
ξ γχξ

λ1
.  (6.12)

If y find the Lagrange multiplier χ,  then expression (6.12) will be a solution 
to the CS problem. Let’s find χ,  making up the constraints by multiplying the last 
equality by ei  and summing over i :

 eC
e

ei i
i

M
i i

i

M

i i
i

M

= +
= = =
∑ ∑ ∑

1 1 1

1λ
ξ γχξ

λ .  (6.13)

It is seen that the left side of equality (6.13) is equal Ed ,  therefore:

 1 1

1

γχξ

λ ξ

λ
=

−
=

=

∑

∑

E e

e

d i i
i

M

i i
i

M

( / )
.  (6.14)

Defining value added Ea  as:

 E E
e

a d
i i

i

њ

= −
=
∑ λ

ξ1

 (6.15)

and using (6.14), (6.15) together with (6.12), let’s arrive at the optimal solution to 
the linear CS problem:

 C
E
e

e

e
i

i a

i

i i

j j
j

M= +






=
∑

λ
ξ

λ

λ
1

,  i M= 1, .  (6.16)

With this choice of capacities, each communication channel will have at 
least capacity λ ξi ,  that is, its minimum required value, and, in addition, some 
additional capacity. As follows from formula (6.16), this additional cost is first 
normalized using the cost coefficient and then distributed over all channels ei  in 
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proportion to the square root of the weighted traffic intensity λ i ie .  This optimal 
set of capacities is called the square root set of capacities.

If substitute the expression (6.16) for Ci  in (6.10), let’s obtain the expression 
for the minimum average delay time:

 T
R
E

e

a

i i

i

M

=










=

∑ξ
λ
λ1

2

,  (6.17)

where R = λ γ  is the average rank of paths in the network.
This expression defines the minimum average package delay in the network, 

in which capacities are optimally selected. Let’s note that Ea  plays an impor-
tant role here: when Ea → 0  the average message delay increases unlimitedly. 
If Ea > 0,  the CS problem has realizing solutions ( ),T < ∞  which is a condition 
for the network stability. If Ea ≥ 0,  the problem does not have an implementing 
solution.

The last two equalities (6.16), (6.17) give a complete solution to the CS prob-
lem in the case of linear values.

In the particular case, which is of great importance, the unit costs of the 
channels can be the same (e ei = , i M= 1, ), while it can be given e = 1.  This case 
takes place when considering satellite communication channels in which the dis-
tance between any two points on the Earth in the satellite zone is the same regard-
less of the distance between these two points on the Earth’s surface. Let’s note that 
in this case, the cost of the network is the sum of all the capacities of its channels 

E Ci
i

M

=




=

∑
1

, which can be denoted by C  and assumed that it is expressed in bits 

per second. Now the two main results of the CS – one for a set of capacities and 
the other for a delay – are of the form:

 C C R i Mi
i i

i
i

M= + −( ) =

=
∑

λ
ξ

λ

λ
1 1 20

1

, , ,..., ,  i M= 1, ,  (6.18)

 T

R

C Rp

i
i

M

=







−
=
∑ λ λ

ξ
1

2

1( )
,  (6.19)

where p is:

p
C

= γ ξ
.
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The expression (6.17) for the average delay T  in this case is very clear. First, 
let’s note that T  is a strictly increasing function of the average rank of paths R. 
In addition, if consider the sum in the numerator T ,  it is possible to find that it 
is minimized over the set { }λ λi  when one of these quantities is equal to one, 
and all the others to zero. The amount in the numerator can’t be minimized in 
this way, since all traffic will go through one channel, and the other channels will 
be idle, that is, the network will be inefficient. Therefore, it is necessary to send  
a significant part of the traffic on several high-speed channels and only a small 
part – on other channels. Typically, communications require at least one input and 
one output channel for each node.

The above findings relate to fixed route selection procedures, so it might 
wonder if the use of the route selection procedure, which allows alternatives, will 
improve. Such a procedure offers more than one path for traffic to a given desti-
nation, and in addition, it gives ordering to the advantage of these paths – usually 
longer paths are less better than a direct path. Therefore, routing procedures, 
which allow alternatives, lead to an increase in the path length for packages and 
at the same time try to distribute traffic over many channels, rather than concen-
trating it on only a few channels. When choosing routes, it allows alternatives, 
both intuitive rules inferred in the analysis of equality are violated (6.19). At 
some time periods, the network will not be optimal for traffic transmission. If the 
inconsistency is significant, it is necessary to introduce an adaptive procedure, 
allows for alternatives, the choice of routes for finding paths with underloaded 
capacity at these intervals. Thus, let’s conclude that when the intensities of external 
flows γ j k,{ }  are known and constant, then, assuming a linear cost function, it is  
possible to design optimal networks in the sense of choosing the capacity that ex-
actly matches the network traffic, is guided by a fixed route selection procedure. At 
the same time, if γ j k,{ }  are either unknown or change in time, then it is possible 
to use the route selection procedure, which allows for alternatives that allow traffic 
to adapt to an unsuccessful set of capacities.

Let’s now return to the more general case of a linear cost function with an 
arbitrary set { ( )}.E Ci i  With the above minimization of the average delay time T ,  
a wide variation of values Ti  is possible. As a result of this, a new CS problem may 
be considered, in which it is necessary to minimize the function:

 T
i

T
k

i
k

i

M k
( )

( ) .=










=
∑ λ

λ1

1

 (6.20)

The choice of this function is due to the fact that large values Ti , which are 
reduced to a large degree, increase it much more than before, so that any minimi-
zation procedure with k > 1 will reduce the difference between Ti . If solve this new 
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problem of optimizing the CS using T k( )  instead T ,  let’s obtain a new optimal set 
of capacities Ci

k( ) :{ }

 C
E

e
e

e
i

k i f

i

i i
k k

j j
k k

j

M
( )

( )

( )

( )

( )
,= +

+

+

=
∑

λ
ξ

λ

λ

1 1

1 1

1

 i M= 1,  (6.21)

and expression for characteristics T k( ) :

 T
R

E
ek

k

a

i i
k k

i

M
k k
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
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1

1

ξ
λ

λ
 (6.22)

Let’s note that for k =1 the last two results (6.21), (6.22) are reduced to the 
equalities (6.16) and (6.17) obtained earlier. It is more interesting, of course, to 
trace how the average delay T  varies with k. The size T  worsens (grows) only 
slightly with increasing k over a wide range of values, and the differences bet-
ween Ti  decrease very quickly with increasing k, leading to the desired result with 
a slight additional increase in the delay.

It is interesting to consider the behavior Ci
k( )  when k → ∞ :

 lim ,( )

k i
k i a

j
j

MC
E

e
→∞

=

= +
∑

λ
ξ

1

 (6.23)

 lim .( )

k

k

a
j

j

M

T
R
E

e
→∞

=

= ∑ξ 1

 (6.24)

As can be seen from (6.23), (6.24), in this case, the specified set of capacities 
provides in each channel its minimum required capacity λ ξi  plus some constant 
addition. Let’s note that all Ti  will be the same and this corresponds to the Mini-
max solution of the CS problem for k → ∞.

When 0 1≤ <k  a new characteristic T k( )  behaves diametrically opposite 
and seeks to worsen (increase) the differences between Ti .  For the case k → 0 
let’s obtain:

 lim ,( )

k i
k i i a

i

C
E

R e→
= +

0

λ
ξ

λ
γ

 (6.25)

 lim .( )

k

k

a
i

i

M

T
R
E

e
→

=

= ∑
0

1ξ
 (6.26)
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Let’s note that in this case the capacity is directly proportional at ei = 1 to 
the traffic intensity ei = 1  in the corresponding channels. Such a set of capacities 
is called a proportional set of capacities and it is very natural that it should be 
considered first of all. More interestingly, the value T k( ) has the same meaning 
in the two opposite cases (k → ∞  and k → 0), although the sets of capacities are 
significantly different.

Let’s now carry out a generalization that goes beyond the linear cost func-
tions of capacities.

For example, with a logarithmic cost function:

 E e aCi i
i

M

=
=
∑ log .

1

 (6.27)

CS problems are given by a proportional set of capacities.
For a power cost function:

 E eCi i
a

i

M

=
=
∑

1

,  0 1≤ ≤a ,  (6.28)

It is possible to obtain such equations for Ci :

 C g Ci
i

i i− − =−λ
µ

α( ) ,1 2 0  i M= 1, ,  (6.29)

where

 g
ei

i

i

=




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λ
γξαχ

1 2

,  (6.30)

and the indefinite Lagrange multiplier χ  should be chosen to satisfy the con-
straints E Ed≤ . These equations for Ci{ } can be solved using any iterative  
algorithm.

6.2.3 Solution of the CS problem by the criterion of the minimum cost  
of the network while limiting the average package delay time

To solve this dual CS problem in the case of a linear cost function (6.9),  
let’s use the Lagrange function:

 W C eC
C

Ti i i
i

M
i

i ii

M

d{ }( ) = +
−

−




= =

∑ ∑, ,χ χ
γ

λ
ξ λ1 1

1  (6.31)

where χ  is the indefinite Lagrange multiplier.
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Minimization of the Lagrange function (6.31) with their arguments:
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 (6.32)

leads to such an optimal solution to the dual CS problem:

 C

e

T e
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i j j

j

M

d i i

= + =
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ξ

λ λ

ξγ λ
1 ,  i M= 1, ,  (6.33)

which is also called the square root rule.
It corresponds to the minimum cost of the network as a whole:
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6.2.4 Solution of the DF problem by the criterion of the minimum average 
package delay time in the network

The maximum flow theorem and minimum cross section is the basis on 
which the theory of flows in networks is built. It considers the problem of pack-
age flows with a nonlinear objective function. For each j-th and k-th node, it is  
necessary to deliver the specified traffic γ

j k,
 over the network from the node-

source j to the destination node k. This DF problem requires minimizing  
the nonlinear function of the average delay T  with respect to the intensities of 
internal flows { }λ i  in order to satisfy the external requirements for the intensities 
of external flows, and minimization is carried out under the assumption that the 
channel capacities Ci{ } are specified. In addition, it is not necessary to violate 
the usual law of conservation of flows in each node. Further, there is a limitation 
on the capacity of each channel, which consists in the fact that the flow λ ξi  in 
channel i must be non-negative and less than the capacity, i. e. 0 ≤ ≤λ ξi iC .  This 
restriction shows that the average delay T  has an interesting and obvious pro-
perty of unlimited growth when a flow tends to the capacity of the corresponding 
channel, that is, when many flows in the network tend to the upper limit for these 
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flows, it is determined by the capacity restrictions. In mathematical programming 
speech, this means that the characteristic includes an additional restriction T  on 
capacity as a function of the penalty. This important property ensures the feasibil-
ity of the decision to limit the capacity when using any minimization method, is 
presented as a sequence of «small steps» and at the initial stage operates with the 
solutions that are being realized. Thus, if to start with the solutions being realized, 
then it is possible to neglect the capacity limit, and as a result, the DF task, which 
looks like a constrained optimization problem, will actually be a simpler problem 
without restrictions on optimizing package flows.

Let’s begin by considering expression (6.10) for the average delay T . Let’s 
note that this characteristic is a resolution in the sense that it is expressed simply 
as the sum of applications, each of which depends only on the flow in one channel. 
In addition, it follows from (6.10) that:

 ∂
∂

=
−

T C
Ci

i

i i( / ) [ ( / )]
,

λ ξ γ λ ξ 2  i M= 1, .  (6.35)

From this it can be seen that ∂ ∂ >T i/ ( / )λ ξ 0  and ∂ ∂ >2 2 0T i/ ( / )λ ξ  for 
all i,  while satisfying the restrictions on the capacity of the channels. Thus, it is 
possible to conclude that T  is a convex function of flows fi i= λ ξ/ ,  i M= 1, .  In 
addition, the set of realized flows is a convex polyhedron. So, if the DF problem 
has a realized solution, then any local minimum is a global minimum for T .  
So, any method of finding a local minimum can be used to solve the problem of 
finding a global minimum.

An example would be the flow deflection (FD) method, which is designed 
to look for such a global minimum. The best way to understand the FD method 
is if first recognize the important concept of flow along the shortest paths. Let’s 
suppose there is a network, each channel of which has a weight li  assigned to it.  
In such a network, it is natural to find the path with the smallest total weight 
between the source node j and the destination node k and try to send the neces-
sary flow with intensity γ j k,  in this way. If to use this for all pairs j k, ,( )  then the 
result is a flow called a flow with shortest paths. To find many short paths m j k,

min ,{ }   
it is possible to use the Floyd algorithm.Returning now to the DF problem,  
let’s note that the essence of the FD method is related to comparing the «length» 
with the i-th channel, the value of which is given by equality (6.35). It is clear that 
this is a linear growth rate T  with an infinitely small increase in flow in the i-th 
channel. Such «lengths» or «weights» can then be used in formulating the problem 
of finding flows along the shortest routes, and the paths leading out are the best 
to reduce T  along which some part of the flow can be rejected. The question now 
is how much of the output should be rejected along these new paths. After it is 
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determined, it is possible to repeat the process, regaining new «lengths» based on 
updated flows, solving the new problem of finding flows along the shortest routes, 
defining the corresponding part of the flow, is rejected, etc. This iterative proce-
dure continues until an acceptable characterization is obtained.

Let’s now give a specific algorithm that uses these ideas. To do this, let’s in-
troduce the flow vector at some n-th iteration of the algorithm:

 


f f f fn n n
M

n( ) ( ) ( ) ( )( , ,..., ),= 1 2  (6.36)

where the i-th component fi
n( )  of which is the total flow through the i-th channel 

at the n-th iteration. Let’s assume that the initial flow 


f ( )0  is realized. Now it is 
possible to submit the following step-by-step description of the optimal DF algo-
rithm for selecting routes.

Optimal DF algorithm for route selection
Step 1. Let the iteration number п = 0.
Step 2 (length calculations). Find the «lengths» of channels for the flow 



f n( ) :

l
C

C fi
i

i i
n=

−γ[ ]
,( ) 2  i M= 1, .

Step 3. Find an additional cost factor for this flow bn :

b l fn i i
n

i

M

=
=
∑ ( ).

1

Step 4 (calculation of flows along the shortest routes). Solve the problem of 
finding flows along the shortest routes using lengths li .  Let ϕi  be the resulting 
flow along the i-th channel if the entire flow is directed along these shortest paths. 
Denote the vector of such flows by



ϕ ϕ ϕ ϕ= ( , ,..., )1 2 M .

Step 5. Find βn  – additional cost factor for flows along the shortest route:

β ϕn i i
i

M

l=
=
∑ .

1

Step 6 (stop rule). If bn n− <β ε, where ε > 0 – the tolerance is properly selec-
ted, then the algorithm terminates. Otherwise, go to step 7.
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Step 7 (calculating of deviating flow part). Find the value α  from the in-
terval 0 1≤ ≤α , for which the flow ( ) ( )1− +α αϕ





f n  minimizes T . Denote this 
optimal value by ′α  in view of which can be found, for example, using the Fibo-
nacci method.

Step 8 (determination of flow deviation). Find 
 



f fn n( ) ( )( ) .+ = − ′ + ′1 1 α α ϕ
Step 9. Let the iteration number n n= + 1  and go to step 2.
Let’s note that the most important steps of this algorithm are step 2 (length 

calculation), step 4 (calculating the flows along the shortest routes), step 6 (stop-
ping rule), step 7 (calculating a part of the deviating flow) and finally step 8 (de-
termining the flow deviations). Let’s note that the deviation of the flow is made so 
that there is a maximum decrease in average T . In the general case, this leads to  
a deterministic route selection procedure and allows alternatives.

Let’s now turn to the problem of finding the initial realized flow 


f ( ).0  Let’s 
suppose an external flow is specified γ .  Let’s introduce the scale factor h so that 
the value hγ  is equal to the intensity of the flow with which we are dealing with 
a given value h. A step-by-step description of the algorithm for finding the initial 
flow has the following form.

The algorithm for finding the initial realized flow
Step 1. Let h0 1=  and assume that 



f ( )0  – the solution to the problem of find-
ing flows along the shortest routes in a network with «lengths» l Ci i= 1/ γ  at zero 
flow. At this point, the entire flow h0γ  is routed over the network. Denote by fi

( )0  
the flow in the i-th channel at this stage. Let the iteration number n = 0.

Step 2. Let:

σn i

i
n

i

f
C

=






max .
( )

If σn nh/ ,< 1  then let 
 

f f hn
n

( ) ( ) /0 =  and the algorithm finishes with the ini-
tial realized flow. If σn nh/ ,≥ 1  then let h hn n n n+ = − −1 11 1[ ( )] / ,ε σ σ  where ε1  is 
the corresponding accuracy parameter ( ).0 11< <ε

Step 3. Let 




g h h fn
n n

n( ) ( )( / ) .+
+=1

1  This is a package of realized flows and 
carries full traffic with intensity hn+ <1 1γ .

Step 4. Carry out the deviation operation on the flow 


g n( ),+1  that is, perform 
steps 2, 4, 7, and 8 of the FD algorithm and find ϕ  (the flow with short routes 
with lengths based on the flow 



g n( )+1  and the optimal value α  (that is ′α ) such 
that the flow 






f gn n( ) ( )( )+ += − ′ + ′1 11 α α ϕ  minimizes T .  If n = 0 then go to step 6, 
in other cases go to step 5.

Step 5. If

l gi i i
n

i

M

( )( )ϕ θ− <+

=
∑ 1

1

 and h hn n+ − <1 δ,
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where θ  and δ  are the selected positive tolerances, then the algorithm finishes 
work and the problem does not have a solution realized with tolerances θ  and δ. 
Otherwise, go to step 6.

Step 6. Let the iteration number n n= + 1  and go to step 2.
This algorithm either finds the initial realized flow, or explains that the prob-

lem does not have solutions that are realized within the selected tolerances.
The FD method provides the optimal choice of routes for traffic on the net-

work and is relatively efficient from the point of view of calculations, however, it 
turns out that there is a simpler suboptimal method that gives a fixed procedure 
for selecting routes and often leads to very good results, requiring much less cal-
culation. This suboptimal method bypasses the task of determining which part 
of the flow should be rejected, it simply decides whether to reject the entire flow,  
or not to reject anything for each traffic intensity.

This approximation is based on the fact that fixed route selection procedures 
have good properties for short average path lengths and very concentrated traffic. 
The class of networks for which such a fixed route selection algorithm is effective 
is called the class of large and balanced networks. It is said that a network is large 
if it has a large number of nodes, and a network is balanced if the intensities γ

j k,
 

for different pairs of nodes are practically the same.
Let’s now consider a suboptimal algorithm for finding flows directed by  

a fixed routing selection procedure. Again, let’s suppose that the initial realized 
flow 



f ( )0  is known, which is directed by a fixed routing procedure.
Algorithm for finding flows directed by a fixed routing procedure
Step 1. Let the iteration number n = 0.
Step 2. Using the flow 



f n( ),  find the set of short routes for the metric:

l
C

C fi
i

i i
n=

−γ[ ]
,( ) 2  i M= 1, .

Step 3. Let 




g f n= ( ). For each external flow having intensity γ j k, , j N= 1, , 
k N= 1,  carry out such steps.

Step 3 a. Let v  is the flow obtained from 


g  by deviating the entire flow with 
intensity γ j k,  from its path in the flow 



f n( )  to the shortest path m j k,
min .

Step 3, b. If two statements are true: m j k,
min  is the realized flow, and T  which 

takes place at v  is strictly less than T  that which takes place at 


g,  then go to 
step 3, c. Otherwise, go to step 3, d.

Step 3, c. Let 


g.
Step 3, d. If all flows with intensities γ j k,  have been considered, then go  

to step 4. In other cases, select any unconsidered flow with intensities γ j k,  and  
go to step 3, a.
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Step 4. If 




g f n= ( ), then the algorithm terminates because it can no longer 
improve the flow sent by the fixed routing procedure. In other cases, let 





g f n= +( ),1  
n n= + 1, and go to step 2.

This algorithm converges after a finite number of steps, because it is neces-
sary to consider only a finite number of flows directed by a fixed routing selection 
procedure; the same flow is not considered twice through the stopping condition 
of the algorithm. The initial flow 



f ( )0  is implemented and directed by a fixed rout-
ing selection procedure; it can be found by a method that is similar to that used 
in the optimal FD algorithm.

6.2.5 Solution of the CS and DF problems according to  
the criterion of the minimum average package delay in the network  
with a restriction on its cost

Since it is necessary to choose capacities Ci{ } again, it is believed that fixed 
routing procedures (internal flow intensities { }λ i ) should also be optimal. This 
is correct with the linear cost function of the channels E C eCi i i i( ) ,=  i M= 1, , 
when fixed routing procedures are also optimal. This is true due to the concavity 
pro perty of the dependence on them of the mean delay function T  (6.10). In 
addition, local minima T  exit the flows behind short routes – a subclass of flows 
directed by the fixed routing procedure, since the minima must be located at the 
nodes of the convex polyhedron of many flows are realized.

The approach to finding these local minima is to, starting with the initial flow 
that is being realized, obtain the optimal set of capacities with linear cost func-
tions, using the flow deviation (FD) algorithm, find the optimal flows, repeat the 
solution to the CS problem for these new flows and continue the iteration between 
solving the CS and the DF problem to find a local minimum. Let’s note that the 
FD algorithm will be especially simple in the case when the parameter α  value  
is always equal to unity, corresponding to the flow directed by the fixed routing se-
lection procedure. Thus, when a known initial flow 



f ( )0  is realized, a step-by-step 
description of a suboptimal algorithm for solving the CS DF problem is as follows.

Step 1. Put the iteration number n = 0.
Step 2. Execute the CS algorithm for the flow 



f n( ) and find the optimal set of 
capacities using linear values.

Step 3. Using the lengths l Ti i= ∂ ∂( ),λ ξ  execute the FD algorithm when 
α = 1 exiting at each step. The resulting optimal flow is designated 



f n( )+1  later.
Step 4. If T  for the flow is more than or equal T  to the flow 



f n( ), then the 
algorithm stop and the flow 



f n( ) gives a local minimum T . Otherwise, let the 
iteration number n n= + 1 and go to step 2.
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The algorithm converges, since there are only a finite number of flows along 
the shortest routes.

After completing step 2 (CS algorithm), the channel capacities are set by 
equality (6.16), and the average package delay time is set by equality (6.17),  
where λ i  are replaced by λ i

n( ).
In this case, the conditional channel lengths are given by the equality:
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 (6.37, a)

It follows that li ≥ 0  and negative cycles can’t exist, which requires the algo-
rithm for finding the shortest paths. Let’s also note that lim ;

λ i

li→
= ∞

0
 this means that 

if at the end of the iteration the flow, and, consequently, capacity becomes zero.
When using the considered algorithm, two tasks take place:
1) find the initial realized flow 



f ( );0

2) looking through many local lows, find a global minimum.
Both of these tasks can be solved by repeating the CS and DF algorithms 

for many different initial flows. Each initial flow is realized, found by randomly 
assigning conditional output «lengths» to the channels. For each destination, an 
algorithm is then found for finding the flows along the shortest paths that uses the 
«lengths» selected in this way, and checking the conditions Ea > 0  for this flow. If 
the condition is satisfied, then the initial flow is found to be realized, and wit is pos-
sible to proceed to the CS and DF algorithm. Otherwise, the output flow is discard-
ed and an attempt is made to randomly assign many other conditional «lengths».

6.2.6 Solution of the CS and DF problem according to the criterion  
of the minimum cost of the network with a restriction on the average 
package delay

The above-described suboptimal CS and DF algorithm can be applied to the 
solution of this problem if the definition of «length» l Ti i= ∂ ∂( )λ ξ  is replaced 
by a new definition l Ei i= ∂ ∂( ).λ ξ  In the case where the cost functions of the 
channel capacity are linear, that is E C eCi i i i( ) ,=  i M= 1, , it can be shown that  
the solution of the CS problem at the end of step 2 will have the form:
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and the minimum cost satisfying the maximum average delay limit is:
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It can be shown that this function with intensity concave in flows { }λ i  and 
any flow corresponds to the local minimum of the CS problem, also a flow with 
short routes, and also that the value α  in the FD algorithm is always equal to one. 
These three properties are also valid for any concave cost function of bandwidth 
under constraint T Td≤ . The expression for the conditional length of the channels 
in this problem has the form:
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where ei  is the slope of the bandwidth cost curve of the i-th channel, linearized 
at the current capacity value.

Let’s note again that all the conditional lengths of the channels are not nega-
tive, and therefore, negative cycles are not. In addition, let’s note that, as before, the 
conditional length of the channel tends to infinity when the flow in this channel 
tends to zero. Here again, local minima are found, and therefore, it is necessary to 
randomize the search in order to find several such minima.

6.2.7 Solution of the CS and DF problem according to the criterion  
of the minimum cost of the network with a restriction on the average 
package delay

Let’s now turn to the complete design problem – TCC DF problem, which 
let’s consider in its form, which consists in minimizing the cost E  for a given 
average package delay T Td≤ . Let’s consider an approximate (heuristic) solution, 
which, in all likelihood, is in 5–10 % of the optimum and significantly reduces 
computational difficulties.

The heuristic solution of the TCC DF problem has an iterative form. It uses 
the fact that the channels can be eliminated and therefore topological changes will 
be made as the CS and DF algorithm is executed. Such a shift of the edges (chan-
nels) is due to the fact that the cost E  is a function concave in the flows { }.λ i  
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Therefore, an iterative suboptimal algorithm is considered called the concave edge 
removal method (CERM).

Step 1. Select the initial topology, for example, fully connected.
Step 2. For each channel, according to the topology, conduct a linear appro-

ximation. At each iteration in the next step, use the value for capacity, linearize 
around the flow value for this channel.

Step 3. Run the CS and DF algorithm. If the connection restriction is violated 
during any iteration, then stop optimizing and go to step 4; otherwise, run the CS 
and DF algorithm to the end and then go to step 4.

Step 4. Discretize the continuous capacities obtained by using the subopti-
mal solution to the CS and DF problem. For example, continuous capacity can 
be rounded to the nearest discrete value with acceptable values λ ξi iC< ,  such  
that the condition T Td≤  continues to be satisfied for it. In this case, obviously, the 
total cost E  will change.

Step 5. Perform the final flow optimization by applying the FD algorithm and, if 
necessary, even adjusting the channel capacities and the intensities of internal flows.

Step 6. Repeat steps 3–5 for a series of random initial flows, realized by ran-
domly selecting the initial lengths with flows directed along the shortest routes.

Step 7. Repeat steps 1–6 for a series of initial topologies.
Let’s consider some other approaches to the TCC DF problem. One of these 

methods is called the edge replacement method. Based on an arbitrary topology 
that is implemented, the class of its local transformations (replacement of edges) 
is determined, in which one edge is eliminated, and some new edge is added, so 
that the biconnection is preserved. Then, the simplified CS and DF problem is 
solved with the help of the minimum coordination procedure; if the result is im-
provement, the transformation is fixed, otherwise it is canceled. This procedure is 
performed until the set of local transformations has been exhausted.

The development of the method of replacing edges is the method of satu-
ration of sections. This method narrows down many local transformations to 
those that are suitable for improving capacity-cost characteristics. The procedure 
begins with a tree-like or some other loosely connected topology and a critical 
section is found that arises as a result of solving the joint venture problem. Then  
a channel is added to this section or the capacity of some channel from this 
section is increased. This is repeated until the topology of the products sold is 
obtained. Then the procedure continues, in addition, at each step, the least used 
network channel is eliminated if bilingualism persists. After a given number of 
iterations, the algorithm ends.

The success of all these heuristic algorithms is based on the availability of 
effective topology analysis methods and the random generation of several initial 
topologies that allow the search for many local minima.
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6.3 Problems of multi-criteria optimization of communication 
networks

6.3.1 Selection of the best options for a data network taking into account  
a set of quality indicators

Modern communication networks, regardless of their organization and type 
of information transmitted, are becoming increasingly complex and are deter-
mined by the totality of technical and economic requirements, which are eva-
luated by the values of the corresponding quality indicators during their creation 
and operation. As a rule, there are a number of acceptable design decisions and 
it is necessary to choose the best (optimal by a predetermined criterion) in the 
problems of long-term planning, design and control of communication networks, 
taking into account the totality of quality indicators. Therefore, it is relevant to 
use, along with scalar methods, multicriteria optimization methods for making 
optimal design decisions.

The features of applying the multi-criteria optimization methodology when 
choosing the optimal design options for a package switched data network based 
on a set of quality indicators are considered. The obtained Pareto optimal network 
options, among which the only design solution, selected using the conditional 
advantage criterion.

In the considered problem, quality indicators are determined, which are de-
termined by the delivery time and the probability of package loss in the framework 
of a datagram message transmission. These quality indicators are interconnected 
and are antagonistic, that is, when improving, the value of one of the indicators 
of another quality indicator deteriorates. This task of choosing the optimal design 
options for a data transmission network is relevant for practical applications that 
are critical to the timely delivery of messages, in particular, in video and voice 
messaging systems, bank terminal systems, alarm systems, and troubleshooting 
systems in communication networks.

During the research, a mathematical model of a fully connected topology of 
a data transmission network was built.

The structure of the mathematical model of the network includes simulators 
of message sources, procedures for packing messages into packages and transmit-
ting them over communication channels, routing and maintenance procedures 
in switching nodes, error simulators in communication channels. A message 
source was modeled with a Poisson distribution law and various application 
intensities. It was also assumed that the simulation of various delays in the trans-
mission of packages associated with the final propagation speed of the signals 
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in the communication channels, the fixed bandwidth of the channels, as well as  
the time the packages were in the queue for transmission over the communication 
channels.

Various network options were implemented, which differed in the disciplines 
of servicing data packages in queues, routing methods for package transmission, 
and the size of the transport connection window.

In this example, thirty-six valid network options were specified. As a re-
sult of simulation for each network option, estimates of quality indicators are 
found: average package delivery time k T1 =  and average probability of message  
loss k P2 = . An admissible set of network operation options was filed in the criteria 
space for evaluating quality indicators normalized to maximum values (Fig. 6.1). 
Here, a subset of the Pareto optimal network options is highlighted by eliminat-
ing the certainly worst cases according to the Pareto criterion. The Pareto subset 
corresponds to the lower left boundary of the set of valid options, including  
options: 1, 10, 11, 13, 17, 20.
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Fig. 6.1 Selection of Pareto optimal options for a data network in criteria space

Among the Pareto optimal network options, the only option was chosen 
using the conditional criterion of advantage – subject to a minimum scalar value 
function in the form of a resulting quality indicator k C k C kp = +1 1 2 2. For the case 
C1 0 4= . , C2 0 6= . , the selected network operation option is numbered 11. This is  
a communication network option for which the discipline for servicing applica-
tions is random, the routing method is uniform according to weight, the size of 
the transmission «window» is 8.
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6.3.2 Optimization of the nominal planning of cellular communication 
networks, taking into account the totality of quality indicators

Let’s consider the practical features of the application of the multicriteria 
optimization methodology for the nominal planning of cellular communication 
networks (CCN).

Finding the best CCN options for nominal CCN planning, taking into ac-
count the totality of quality indicators, includes the following stages:

– assignment of the initial set of network options that differ in data on 
the territory of the served dedicated frequency band, the number of sub-
scribers and etc.;

– highlighting the set of acceptable options, taking into account restrictions 
on the structure and parameters of networks, as well as restrictions on 
the values of quality indicators;

– selection of a subset of Pareto optimal network options using the uncon-
ditional advantage criterion;

– analysis of the obtained Pareto optimal network options, evaluation of 
their multidimensional potential characteristics and multidimensional 
diagrams of the exchange of quality indicators;

– selection of the only network option from Pareto subset using conditio-
nal advantage criterion.

A lot of acceptable second-generation CCN options were generated, deter-
mined by different data on the planned number of subscribers in the network, the 
size of the territory served by the activity of subscribers, the allocated frequency 
band, the size of the clusters, the power of the base station (BS) transmitters, the 
acceptable probability of blocking calls, the percentage of time deterioration in 
communication quality.

At the same time, the main technical parameters of CCN were calculated:
I. The total number of frequency channels allocated for the CCN deployment:

 N F Fk k= int( / ),∆  (6.38)

where Fk  is the frequency band occupied by one CCN frequency channel.
II. The number of radio frequencies necessary to serve subscribers in one 

sector of each cell:
 n N C MS k= ⋅int( / ).  (6.39)

III. The value of the allowable telephone load in one sector of one cell or in 
cell (for a BS having antennas with a circular radiation pattern), which is deter-
mined by the relations:
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where n n nO S a=  is the number of subscribers who can simultaneously use one 
frequency channel.

IV. The number of served BS subscribers and which depends on the number 
of sectors, the allowable telephone load and the activity of subscribers:

 N M AaBTS = int( / ).β  (6.42)

V. The required number of BS in a given service area:

 N N NBTS a aBTS= int( / ).  (6.43)

VI. The radius of the cell, provided that the load is distributed throughout 
the area evenly:

 R
S

N BTS

= 1 21 0.
.

π
 (6.44)

VII. The size of the protective distance between BTS with the same frequen-
cy channels, provided that the load is distributed throughout the area moderately:

 D R= 3C.  (6.45)

VIII. The probability of error during the communication session:

 P
C

er k
=

−
1

3 1 2( )
.  (6.46)

IX. The effectiveness of the use of the radio spectrum, determined by the 
number of active subscribers per unit frequency band:

 γ
π

= 1 21 0
2. .
S

R F Ck

 (6.47)
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As a result of the calculations, an initial (nominal) frequency-territorial plan 
was developed. An example of nominal CCN planning is considered, in which 
the following quality indicators were selected: error probability, network capacity, 
number of base stations in the network, radio frequency spectrum efficiency, 
blocking probability, coverage area. For each variant of CCN, estimates of the va-
lues of quality indicators were found, their normalization to maximum values and 
reduction to a comparable form. Finding a subset of the Pareto optimal CCN op-
tions was performed in the space of estimates of the introduced quality indicators.

To implement the main stages of choosing the optimal CCN options using the 
multicriteria optimization methodology, a special software package was created. 
This software package performs the formation of the set of valid CCN variants 
using the morphological approach, the selection of a subset of the systems variants 
that are optimal according to the Pareto criterion, and the narrowing of the Pareto 
subset to a single variant with the introduction of a conditional advantage criterion.

Using the software package, the initial set of 100 CCN options has been 
formed. For each option, estimates of the values of these six quality indicators 
(marked with a corresponding sign in the windows on the interface ∨) were 
found. In the criteria space, a subset of Pareto optimal options was allocated, 
including 71 CCN variants. At the same time, 29 unconditionally worst CCN vari-
ants were rejected by the Pareto criterion (marked with 8 on the interface). With 
a minimum conditional criterion of advantage in the form of a weighted sum of 
the values of the selected quality indicators from Pareto subset, the only option – 
72 is selected. This CCN option is characterized by the following data: number of 
subscribers in the network – 30,000; area of the territory served by – 320 sq. km; 
subscriber activity – 0.025 Erlang; bandwidth – 4 MHz; acceptable call blocking 
probability – 0.01; percentage of the time of deterioration in communication qua-
lity – 0.07; service density – 94 act. subscriber/sq. km; cluster size – 7; number of 
base stations in the network – 133; number of subscribers served by one BS – 226; 
radio frequency spectrum efficiency – 1.614·10–4 act. subscriber/Hz; telephone 
load – 3.326 Erlang; probability of error – 5.277·10–7.

As a result of Pareto optimization, multidimensional exchange diagrams (MEDs)  
of quality indicators were also obtained. To illustrate, some MEDs are shown in 
Fig. 6.2. Each MED point determines the potentially best values of each of the indi-
cators that can be achieved with fixed but arbitrary values of other quality indicators.

The features of the application of the multicriteria optimization methodology 
when planning the CCN transport network, taking into account the totality of 
quality indicators, are also considered. At the same time, quality indicators were 
used, taking into account: the length of the relay span, the total network length, 
the used and reserve bandwidth; span reliability; transmission speed; frequency 
band; the probability of bit erroneous reception (BER), cost characteristics, etc.
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Fig. 6.2 Multidimensional diagrams of the exchange of quality indicators (The numbers 
of subscribers served by one BS, load, subscriber activity) for CCN

6.3.3 Optimal routing in communication networks, taking into account  
a set of quality indicators

A multiservice communication network is a complex system with many 
elements, and to ensure high quality service for various types of traffic, the opti-
mal task is optimal routing, taking into account the totality of quality indicators. 
Therefore, there is a need to apply the methodology of multicriteria optimization 
when planning routing in such communication networks.

The problem of optimal routing, taking into account the totality of quality 
indicators, is represented by the model X F x, ,*{ } →  where X x= { } is the set of 
acceptable options for routing; F( )•  is objective selection function; x* is the op-
timal solution to the routing problem. A multi-criteria approach requires the de-
composition of the objective function F( ),•  that is, its equivalent representation 
using a combination of individual selection functions F x Nν ν( ), , , .= 1

In this case, the following multicriteria routing problem can be formulated. 
A set of feasible solutions (routes) is given on the final graph of the network 
G V E= ( ), , where V  is the set of nodes, E  is the set of communication lines.  
A valid set of routes are those subgraph x V Ex x= ( , ) solutions x X∈  for the graph 
G V E= ( ),  that satisfy the constraints V Vx ∈ , E Ex ∈ . It is assumed that a vector 
objective function 

�
… …F x F x F x F xm( ) ( ( ), , ( ), , ( ))= 1 ν  is set on the set X , the  

components of which determine the values of the corresponding quality indi-
cators of routes kν.  Route quality indicators, as a rule, are interconnected and 
antagonistic. It is necessary to find the best route options for the aggregate of 
quality indicators. The solution to this problem is a subset of the Pareto optimal 
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routing options that correspond to the optimum of individual objective func-
tions F x F x F xm1( ), , ( ), , ( ). ν

Each route is determined by the appropriate combinations of communi-
cation lines E Ex ∈  and is characterized by a combination of quality of service 
indicators k mν ν, ,= 1  and their corresponding separate objective functions 
F x F x F xm1( ), , ( ), , ( ). ν

The choice of optimal routes, taking into account the totality of quality 
indicators, consists of highlighting a subset of Pareto optimal routing options.  
A route option x X∈  is Pareto optimal if there is no other route x X* ∈  for which 
inequalities hold F x F x mν ν ν( *) ( ), , , ,≤ =� …1  and at least one of them is strict. 
When comparing routes using this vector criterion, the advantages from the set 
of acceptable options exclude the absolutely worst route options and remain in-
comparable – Pareto optimal route options. In particular, the weighting method 
can be used to find the Pareto optimal routing options. It reduces to finding the 
extreme values of the scalar objective function of routes for various admissible 

combinations of coefficient values λ i  λ λ
ν

i i
i

> =




=

∑0 1
1

, .

 extrem F x F x
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p
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
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∑  (6.48)

Some practical features of solving the multicriteria routing problem are 
considered using the example of a communication network structure (Fig. 6.3).

Fig. 6.3 The structure of the investigated communication network

Information is transmitted from node 0 to all other nodes. The following 
indicators of the quality of communication lines have been introduced: package 
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delay time, package loss rate, cost of using a communication line. The value of the 
normalized to maximum values of the quality indicators of communication lines 
are given in Table 6.1.

Ta b l e  6 . 1
Normalized values of the quality indicators of communication lines

Communication  
line

Transmission delay 
time

Package  
loss rate

Communication 
line cost

0–1 0.676 1 0.333
0–2 1 0.25 1
0–3 0.362 1 0.333
0–4 0.381 0.25 1
0–5 0.2 1 0.333
0–6 0.19 1 0.333
0–7 0.571 0.25 1
7–6 0.4 0.25 0.333
7–8 0.362 0.25 0.667
8–6 0.314 0.5 0.5
8–5 0.438 0.25 0.333
8–9 0.248 0.5 0.333
9–5 0.257 0.25 1

9–11 0.571 0.25 0.667
11–10 0.762 0.25 0.333

5–4 0.381 0.25 0.667
2–10 0.457 0.25 0.333
3–10 0.79 0.25 0.333
4–3 0.286 0.25 0.333
1–2 0.448 0.25 0.333

An analysis of this network shows that for each destination node there are 
a significant number of route selection options. For example, when transferring 
from node 0 to node 8, the number of routes is 22.

For illustration in Fig. 6.4 many options for routes between nodes 0 and 8  
presented in the criteria space for evaluating quality indicators k1  and k2. A sub-
set of the Pareto optimal route alternatives found by the weight method corre-
sponds to the lower left boundary, including the three points marked with .  
This subset corresponds to a Pareto-agreed optimum of quality indicators, that is,  
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the minimum possible value of one of the quality indicators when changing the 
values of another quality indicator.

0
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1
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2
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3
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0 1 2 3 4
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k2

Fig. 6.4 Selection of a subset of Pareto optimal route options  
in criteria space

The found Pareto optimal route options are equivalent in terms of an un-
conditional advantage criterion – the Pareto criterion. The resulting subset of the 
Pareto optimal route options can be used to organize multi-way routing, which 
is used, in particular, by MPLS technology. This approach will allow for load ba-
lancing and traffic control, and will ensure optimal quality of service, taking into 
account the totality of quality indicators.

6.3.4 Selection of the best speech codecs based on a set of quality indicators

To conduct a comparative analysis of a certain set of existing speech codecs 
and select the best options, let’s use data on 23 speech codecs, which are described 
by a combination of 5 quality indicators: coding speed, speech coding quality 
assessment, implementation complexity, frame size, and total delay. The value of 
these quality indicators of speech codecs is given in Table 6.2.

It is easy to notice that the quality indicators of speech codecs are intercon-
nected and are antagonistic in nature.

The time delay increases with increasing frame size, as well as with increasing 
complexity of the encoding algorithm. When transmitting speech, the allowable 
delay in one direction can’t be more than 250 ms.

The frame size affects the quality of the reproduced speech: the longer the 
frame, the more effectively speech is encoded. On the other hand, as the frame 
length increases, the delay in processing the transmitted information increases. 
The codec frame size is determined by a trade-off between these requirements.
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The complexity of the coding algorithm is associated with the need for real- 
time computing. The complexity of the algorithm determines the processing 
speed, measured in millions of instructions per second (Millions of Instructions 
per second – MIPS). The complexity of the processing affects the physical dimen-
sions of the encoding decoding or combined device, as well as its cost and power 
consumption.

The speech coding quality is evaluated using the MOS (Mean Opinion Score) 
feature. This is the average cumulative estimate for 5-point scale.

Ta b l e  6 . 2
The initial values of the quality indicators of speech codecs

No. Codecs
Encoding 

Speed, 
Kbps

Evaluation of speech 
coding quality, MOS 

(1–5)

Difficulty of 
implementa-
tion, MIPS

Frame 
size, 
ms

Total 
delay, 

ms
1 G 711 64 3.83 11.95 0.125 60
2 G 721 32 4.1 7.2 0.125 30
3 G 722 48 3.83 11.95 0.125 31.5
4 G 722(a) 56 4.5 11.95 0.125 31.5
5 G 722(b) 64 4.13 11.95 0.125 31.5
6 G 723.1(a) 5.3 3.6 16.5 30 37.5
7 G 723.1 6.4 3.9 16.9 30 37.5
8 G 726 24 3.7 9.6 0.125 30
9 G 726(a) 32 4.05 9.6 0.125 30

10 G 726(b) 40 3.9 9.6 0.125 30
11 G 727 24 3.7 9.9 0.125 30
12 G 727(a) 32 4.05 9.9 0.125 30
13 G 727(b) 40 3.9 9.9 0.125 30
14 G 728 16 4 25.5 0.625 30
15 G 729 8 4.05 22.5 10 35
16 G 729a 8 3.95 10.7 10 35
17 G 729b 8 4.05 23.2 10 35
18 G 729ab 8 3.95 11.5 10 35
19 G 729e 8 4.1 30 10 35
20 G 729e(a) 11.8 4.12 30 10 35
21 G 727(с) 16 4 9.9 0.125 30
22 G 728(a) 12.8 4.1 16 0.625 30
23 G 729d 6.4 4 20 10 35
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Table 6.3 shows the results of converting the initial values of quality indica-
tors by normalizing them and bringing them to a comparable form. At the same 
time, for all quality indicators normalization operations k k kin i i= max  are per-
formed. Then, some quality indicators are converted into a comparable form so 
that they are of the same type depending on the technical characteristics of the co-
decs, in particular, for the indicators k n3  and k n5  the transformations ′ =k kn n3 31 , 

′ =k kn n5 51  are performed.

Ta b l e  6 . 3
Normative values of quality indicators of speech codecs

No. Codec k1n k2n k′3n k4n k′5n Pareto optimal variants

1 G 711 1 0.851 0.604 0.004 0.515 –

2 G 721 0.5 0.911 1 0.004 1 +

3 G 722 0.75 0.851 0.604 0.004 0.969 –

4 G 722(a) 0.875 1 0.604 0.004 0.969 +

5 G 722(b) 1 0.918 0.604 0.004 0.969 +

6 G 723.1(a) 0.083 0.8 0.439 1 0.818 +

7 G 723.1 0.1 0.867 0.424 1 0.818 +

8 G 726 0.375 0.822 0.748 0.004 1 –

9 G 726(a) 0.5 0.9 0.748 0.004 1 –

10 G 726(b) 0.625 0.866 0.748 0.004 1 +

11 G 727 0.375 0.822 0.727 0.004 1 –

12 G 727(a) 0.5 0.9 0.727 0.004 1 –

13 G 727(b) 0.625 0.866 0.727 0.004 1 –

14 G 728 0.25 0.889 0.281 0.021 1 +

15 G 729 0.125 0.9 0.317 0.333 0.879 +

16 G 729a 0.125 0.878 0.669 0.333 0.879 +

17 G 729b 0.125 0.9 0.309 0.333 0.879 –

18 G 729ab 0.125 0.878 0.626 0.333 0.879 –

19 G 729e 0.125 0.911 0.237 0.333 0.879 –

20 G 729e(a) 0.184 0.915 0.237 0.333 0.879 +

21 G 727(с) 0.25 0.889 0.727 0.004 1 –

22 G 728(a) 0.2 0.911 0.453 0.021 1 +

23 G 729d 0.1 0.889 0.359 0.333 0.879 +
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Based on the data obtained in Table 6.3 using the unconditional advantage 
criterion in the criterion space with 23 variants of a selected subset of Pareto opti-
mal variants of speech codecs, including 12 variants of codecs (marked with a +)  
are obtained.

The only design solution from the Pareto subset is chosen from the condition 
of the extremum of the scalar membership function:

 U k k
m

km k j
j

m

( , , ) .1
1

1
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In the Table 6.4 the values of this function for Pareto optimal variants of 
speech codecs with double coefficients β = 2  and β = 3  are given. It is found that 
the extreme value of the objective function for different values β  is achieved for 
the same speech codec – G 722 (b).

Ta b l e  6 . 4
Value of membership function for Pareto optimal variants of speech codecs

No. Codec U k( )


 value for different b

b = 2 b = 3

2 G 721 0.35099 0.24688

4 G 722(a) 0.35039 0.28188

5 G 722(b) 0.35476 0.28532

6 G 723.1(a) 0.31677 0.25791

7 G 723.1 0.32312 0.26308

10 G 726(b) 0.32863 0.26445

14 G 728 0.27801 0.24056

15 G 729 0.26904 0.22785

16 G 729a 0.29103 0.23837

20 G 729e(a) 0.26912 0.22898

22 G 728(a) 0.28812 0.24582

23 G 729d 0.26927 0.22716

Thus, for a given formulation of the multicriteria problem of choosing 
the optimal speech codec, taking into account the totality of quality indicators, 
is codec No. 5–722 (b). This is a speech codec that has the following values  
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of quality indicators: coding speed – 64 kbit/s, speech coding quality rating – 
4.13 MOS, implementation complexity – 11.95 MIPS, frame size – 0.125 ms, total 
delay – 31.5 ms.

6.3.5 Optimal control of network resources based on a set of quality 
indicators

When planning communication networks, an important place is taken by 
algorithms for optimal control of network resources. The basic network resources 
include channel and information resources.

For example, the network control model is investigated, it consists of a cer-
tain set of control agents (CA) for each autonomous system (Fig. 6.5).

Fig. 6.5 The investigated model of network control of a telecommunication network

The process of managing network resources for an agent of a decentralized 
control architecture consists is in finding a flow distribution vector with corre-
sponding restrictions:

 

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In the considered network control problem, it is not expected to select  
a subset of control options that are optimal according to the Pareto criterion. Multi-
criteria optimization of the communication network is performed by finding the 
extremum of the scalar utility function, taking into account the totality of antago-
nistic quality indicators when managing the communication network.

Within the framework of this model, the optimal control of network func-
tioning, the task of balancing the information resources of the local agent is solved 
by searching for the extremum of the target functional, taking into account the 
totality of quality indicators:

 ε σ σ( ) min ( ( ) ( )),
  

Y q q Y q Y= + +1 2 1 3 2Φ  (6.51)

where Φ  is the metric of the standard routing protocol; σ1( )Y  is mean-square 
deviation (MSD) of loading of channel agents;
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σ2( )Y  – MSD of loading of adjacent CAs:
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q q q1 2 3, ,  are some weights characterizing the relative importance of quality in-
dicators.

For research, a simulation model was used, including up to 18 CAs, with 6 
of them being composite core of the network, and others – the boundary CAs. 
Studies were conducted for various connectivity nodes (from 2 to 6). In the 
course of the research, various models of network resource control and distribu-
tion of network resources were considered (Fig. 6.6): M1 – RIP one-way routing 
model; M2 – multi-way routing model along equal cost paths; M3 – multi-way 
routing model along the routes of different cost of the IGRP protocol; M4 – 
Gallagher flow model; M5 – proposed analytical model of managing network 
resources based on a distributed agent system proposed; M6 – for the case  
of fuzzy logic.

The dependences of the delay time (Fig. 6.7, a) and the probability of package 
loss (Fig. 6.7, b) on the value of the normalized subscriber load are obtained.
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Fig. 6.6 Results of comparison of control models  

of the network resources

It can be seen that the control models M5 and M6 prevail, which allowed:
– reduce the average package transmission delay in the optimal way accord-

ing to the best known M4 model by an average of 3–12 % (with a normali-
zed subscriber load of more than 0.5);

– reduce the total probability of blocking packages along the optimal path by 
an average of 6–11 % (with a normalized subscriber load of more than 0.5).
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This section discusses the practical features of the study of communication 
systems and networks by the method of statistical computer simulation, and also 
analyzes various approaches to the software implementation of mathematical 
models of communication systems and networks on a computer. Information is 
given on some existing software packages that can be used to simulate and opti-
mize the design of communication systems and networks.

In preparing the materials of the section, the works [3, 15, 16, 18, 19] are 
used, which can be addressed in the course of an in-depth study of these issues.

7.1 Stages and features of system design

Let’s consider some general provisions and features of the initial stages of 
system design. The life cycle of a complex technical system, as a rule, includes the 
following stages:

1) formation of requirements for the system and the formation of technical 
specifications for its development;

2) system design;
3) manufacturing, research and refinement of prototypes of the system;
4) mass production;
5) operation;
6) system modernization;
7) disposal.
Stage 1 is also called external design. In this case, the purpose, for which 

the system is created, is clarified; the circle of solving problems by it is speci-
fied; the operating conditions of the system are determined, the require-
ments for technical characteristics and quality indicators of the system are  
formulated.
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Stage 2 is also called internal design. In this case, the structure and parame-
ters of the system are determined, construction options and methods of practical 
implementation, design, manufacturing technology of subsystems and the system 
as a whole. The purpose of internal design is in development of the necessary 
technical documentation, which is a project of the system.

At the stage of internal designing, in turn, the following stages are distin-
guished: development of a technical proposal, a preliminary design of a technical 
project, working design documentation. At the stage of developing a technical 
proposal, a construction concept is formed and the main system parameters are 
determined that satisfy the requirements of the technical task. In this case, the re-
quirements of external design are actually consistent with the capabilities of inter-
nal design. The main task of outline design is in development of the structure and 
determination of the main characteristics of the system. At the stage of technical 
design, the system design is refined and detailed, a research model of the system 
is created and tested. At the final stage of design, a set of design documentation 
for the production and operation of the system is developed.

The process of internal system design in the general case includes the follow-
ing activities: analysis of similar systems and justification of the source data and 
system restrictions; the choice of principles for constructing and determining the 
structure of the system; circuit synthesis system; system design; development of 
manufacturing technology for the system, preparation of equipment for testing 
the system.

When designing, research work is first carried out, in the framework of 
which a search for ways to create and study new principles for building a system 
is carried out. The result is the formulation of technical specifications for the de-
velopment of a new system. Then, experimental design work is carried out, within 
the framework of which the methods of building the system are checked and 
specified, and a research model of the system is created. The result is a conceptual 
design of the system. During technical design, detailed development of all circuit, 
design and technological solutions necessary for the manufacture, testing and 
operation of the system is carried out.

The description of a complex technical system consists of several aspects: 
functional, design, technological. The functional aspect reflects the physical, in-
formational processes that occur in the system during its functioning. The design 
aspect characterizes the structure, spatial arrangement and shape of the compo-
nents of the system. The technological aspect characterizes the manufacturability, 
ability and means of manufacturing the system in the given conditions.

During the description of the system, the following levels of abstraction 
are distinguished: systemic, functional, circuitry, and component. At the system 
level, how the system appears is the object intended for design, for example, an 
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automatic telephone system or a data network between computers. The func-
tional elements are blocks and devices, for example, a modem, transmitter, 
receiver, demodulator. The circuit elements are, for example, a signal generator, 
amplifier, counter, decoder. At the component level, the processes that occur in 
the components of the circuit, for example, integrated circuits, transistors are  
considered.

The process of internal system design in the general case, depending on 
the sequence in which the design is performed, consider the top-down and 
bottom-up method of system design. In a top-down design, flowing from top to 
bottom, tasks of higher hierarchical levels of design are disconnected earlier than 
tasks of lower hierarchical levels. In the case of bottom-up design, on the contrary, 
the tasks of the lower hierarchical levels of design are solved earlier than the tasks 
of the higher hierarchical levels. Functional design is, as a rule, downward, and 
design – upward.

A successful solution to the system design problem is possible only on the 
basis of a comprehensive, holistic review of the designed system and its develop-
ment (change) in the process of interaction with the external environment and 
other systems. Only such an approach, called a systematic one, can lead to truly 
creative, innovative design solutions. The systems approach is based on the fol-
lowing principles:

1. Accounting for all stages of the developed «life cycle» (design, manufac-
ture, operation, disposal).

2. Consideration of the history and especially the prospects for the deve-
lopment of systems of this and related classes of systems.

3. A comprehensive review of the interaction of the system with the envi-
ronment (with nature and society in general).

4. Consideration of the main types of interaction of elements of the system 
itself (functional, constructive, energy, information, dynamic).

5. Taking into account the interaction between the development of the ele-
ment base and system engineering.

6. Taking into account the possibility of changing the source data and even 
the problem to be solved in the processes of designing, manufacturing 
and operating the system.

7. Identification of the main indicators of the quality of the system, which 
should be taken into account and improved during the design.

8. Сombination of the principles of composition, decomposition and hier-
archy during the creation of subsystems, devices, blocks.

9. Disclosure of the main technical contradictions that impede the improve-
ment of the main indicators of the quality of the system and the search for 
ways to eliminate them.
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10. The correct combination of different design methods: mathematical, heu-
ristic, experimental, and within the framework of mathematical me-
thods – analytical and using computers.

11. Ensuring appropriate interaction in the design process of specialists of 
various profiles.

Since the complexity of communication systems is growing rapidly, for the 
analysis and synthesis of such complex systems, an approach to design is used, 
which is called decomposition of the system and means dividing the system into 
simpler subsystems and studying the set of their structures and the interaction 
between them. Such an approach to design is considered in such a scientific di-
rection as system architecture. System architecture is a comprehensive concept 
that contains three important types of interconnected structures: physical, logical, 
and software. Each of these structures is determined by a set of elements and the 
nature of their interaction.

A complex communication system has the following distinguishing features:
– a large number of interconnected and interacting elements;
– complexity of the function that the system performs;
– possibility of dividing the system into subsystems, the functioning of 

which are subordinate to the general purpose of the functioning of the 
system;

– management of an extensive network (often hierarchical structure) and 
information flows;

– relationship with the external environment and functioning under the 
influence of random factors.

Modern communication systems and networks are typical representatives of 
complex systems with a hierarchical, functional and structural organization. The 
functional hierarchy reflects the specific tasks of each element of the system and 
the subordination of the elements due to their general functioning as part of the 
communication system.

In modern practice of creating complex systems for their synthesis, a com-
bination of substantial (heuristic, intuitive) and formal (algorithmic) methods is 
used. The synthesis of complex systems is in determination of the structure of the 
synthesized system, and the processes of its functioning. The functional-structural 
approach is reduced to breaking down complex systems into separate structural 
components (subsystems) and determining their functional purpose. Such an 
organization reflects both the interaction of the system with the environment, 
and the internal relationships of the elements in the process of functioning  
of the system.

Previously, the system design process was reduced to choosing from a small 
number of system options and only satisfying the given restrictions on the per-
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formance characteristics of the system. With the complication of systems and the 
growth of their cost, the need arose to create optimal systems. They are trying 
to compare as many design options as possible for building a system in order to 
choose the best one in the established sense.

When using mathematical methods of designing, the set of initial data for 
designing is formulated in the form of strict mathematical principles, in particu-
lar, mathematical models of the system are built, indicators of the quality of the 
system are determined, a criterion for optimality of the system is selected, and 
problems of optimizing the structure and parameters of the system are solved. The 
concept of optimality is associated with the selection of the best in the established 
understanding of the system options. When solving the optimization problem, 
one should look for a consistent optimum of quality indicators, which corre-
sponds to the best value of each quality indicator that can be achieved with fixed 
but arbitrary values of other quality indicators. This condition corresponds to the 
Pareto optimal design warrants of the designed system and the corresponding 
multidimensional potential characteristics of the system. It should be noted that 
the widely used in practice one-dimensional potential characteristics of the sys-
tems used earlier and characterizes the potential value of a single quality indicator 
are, as a rule, a hidden form of a multidimensional potential characteristic. This is 
because in practice, when determining a one-dimensional potential cha racteristic, 
all quality indicators, except for one (the most important), are translated into 
the rank of restrictions or completely ignored (i.e. are not taken into account). 
However, in fact, completely ignoring all quality indicators, except for one, is un-
acceptable, since in this case the potential value of this single optimizing quality 
indicator will reach zero (that is, the solved optimization problem will degenerate 
into a trivial one). Thus, in practice, it is necessary to take into account, as a rule, 
several quality indicators, that is, all optimization tasks in the design of systems 
are essentially multi-criteria vector.

In many cases, the synthesis and analysis of optimal systems is performed by 
analytical methods. However, often solving these problems encounters difficulties. 
Therefore, when designing complex systems, their computer simulation is also 
widely used. System simulation includes the construction and software imple-
mentation of a mathematical model of a computer system and its research. Com-
puter simulation of the system is an important and effective stage in the design  
of the system.

The indicated design procedures for simulation and optimization are inhe-
rent in the initial stages of system design. This design method, when design proce-
dures are carried out in close interaction between the designer and the computer, 
is called computer-aided design. Computer-aided design is characterized by a ra-
tional distribution of functions between the human designer and the computer.
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7.2 Procedures and features of simulation of computer 
communication networks

Simulation is a method of scientific knowledge, when using which the stu-
died object is replaced by a simpler object – its mathematical model, and as a result 
of studying the model new information about the real object arises. Depending 
on the implementation method of the mathematical model, mathematical, physi-
cal (full-scale) and semi-natural simulation are distinguished. Physical simulation 
is a research method according to which the system is replaced by physically 
feasible elements, in particular, a system layout. In semi-natural simulation, part 
of the system is implemented as a physical model, and its other part is in the form 
of a mathematical model.

During physical (full-scale) simulation, the investigated network is replaced 
by the corresponding material system, reproduces the properties of the system un-
der study with the preservation of their physical nature. An example of this type of 
simulation is a pilot network, with the help of which the fundamental possibility 
of building a network based on various computers, communication devices, and 
operating systems is studied. However, the possibilities of physical simulation of 
networks are very limited, which allows to solve individual problems when setting 
a small number of compounds of the studied system parameters. Indeed, when 
field simulation a network, it is almost impossible to verify its operation for all 
options using various types of communication devices – routers, switches, etc. 
Testing in practice about a dozen different types of routers is associated not only 
with large time costs, but also with considerable material costs.

However, even in those cases when not the types of devices and operating 
systems are changed during network optimization, but only their parameters, 
carrying out experiments in real time for a huge number of various combinations 
of these parameters is almost impossible in the foreseeable time. Even simply 
changing the maximum package size in any protocol requires changing the con-
figuration of the operating system in hundreds of network computers, it requires 
a lot of work from the network administrator.

Mathematical simulation is a research method, according to which the 
system model is implemented in the form of mathematical relationships cha-
racterizing the structure of the system and the conversion of signals and noise 
in a real system. It is possible to use both analytical and numerical methods of 
mathematical simulation. When using analytical methods, the necessary solutions 
and dependencies are obtained from the mathematical model of the system by 
the consistent application of mathematical rules and transformations. The diffi-
culties in applying analytical methods are connected with the lack of complete 
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a priori data for carrying out the transformations, as well as the complex nature 
of these transformations. However, programs of analytical transformations on 
computers have recently appeared, expanding the capabilities of these methods. 
The use of numerical methods is reduced to replacing mathematical operations 
with corresponding computational operations on a mathematical model imple-
mented on a computer. Although numerical methods make it possible to solve  
a much wider range of problems, they are characterized by a significant com-
plexity of calculations and, in some cases, unstable solutions for approximation 
and rounding errors.

When optimizing networks in many cases, preference is given to using ma-
thematical simulation on a computer. The mathematical model of the network is 
a set of relations (formulas, equations, inequalities, logical conditions) that deter-
mine the process of changing the state of the system depending on its parameters, 
input signals, initial conditions and time. A special class of mathematical models 
are simulation models. Such models are a computer program, step by step repro-
duces the events occurring in a real system. Regarding networks, their simulation 
models reproduce the processes of generating messages breaking messages into 
packages and frames of specific protocols, delays associated with processing 
messages, packages and frames within the network, the process of gaining access 
to a shared network environment, the process of processing packages, etc. When 
simulation the network, it is not necessary to purchase expensive equipment – its 
work is imitated by programs that accurately reproduce all the main features and 
parameters of such equipment.

The advantage of simulation models is the ability to replace the process of 
changing events in the studied network in real time with an accelerated process 
of changing events at the pace of the program. As a result, in a few minutes it is 
possible to reproduce the network for several days, which makes it possible to 
evaluate the network in a wide range of variation parameters. The result of the 
simulation model is collected during the monitoring of events that flow statistics 
on the most important characteristics of the network: response times, utilization 
rates of channels and nodes, package loss probabilities, etc.

Among the methods of researching a computer system, simulation methods 
based on the implementation and study of a mathematical model in the form 
of algorithms and programs that reflect both the structure of the system and 
the processes of its functioning in time are widely used. In some cases, the ca-
pabilities of algorithmic languages make it possible to obtain more flexible and 
accessible means of describing complex systems in comparison with the language 
of ma thematical functional relations. With a probabilistic approach to computer 
systems simulation, an approximate numerical method of research is used – the 
method of statistical simulation. In this case, the mathematical model of the  
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system is implemented in software on a computer, and the necessary characteris-
tics of the system are obtained by conducting statistical tests of the system on sam-
ples of real or model signals and noise, as well as processing the results of studies 
using methods of mathematical statistics. A positive property of this method is its 
universality, which guarantees the fundamental possibility of analyzing a system 
of any complexity and with arbitrary detailing. Complexity of the simulation 
processes and the particular nature of the results obtained for specific operating 
conditions of the system are negative.

To conduct system research by the method of statistical simulation on a com-
puter, the following procedures are typical:

– formulation of the simulation problem, which includes the totality of in-
formation that must be obtained as a result of simulation;

– determination of the boundaries of the system to be simulated, as well as 
a set of limitations and assumptions, according to which the simulation 
will be carried out;

– collection and evaluation of a priori information about the system under 
study, the volume of which should be sufficient to build its mathematical 
model;

– selection of a criterion for the quantitative assessment of the results of  
a system study by a computer simulation method;

– formation of a mathematical model of the system, which includes an in-
formal and formal description of the object of simulation;

– software implementation of the mathematical model of the system and 
its implementation on a computer;

– assessment of the adequacy of the selected model, that is, determining the 
correct functioning of the model and its compliance with the real system;

– research planning, that is, such an organization of the process of statis-
tical simulation in order to obtain the necessary information about the 
system with a given reliability in a minimum amount of time;

– carrying out statistical tests of the system on the corresponding samples 
of signals and interference;

– finding an assessment of the criterion characterizing the quality of the 
studied system;

– interpretation of system simulation results obtained as a result of simu-
lation;

– decision making based on simulation results.
The information obtained as a result of simulation is compared with the  

stated goal of simulation. If the comparison is satisfactory, then the simulation 
results are recorded in the final protocol or document. If the results are unsatisfac-
tory, some procedures are adjusted and the simulation process is repeated.
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7.3 Analysis of software implementation tools for mathematical 
models of communication networks

In the course of the implementation on a computer of a simulation mathe-
matical model of a communication network, it is specified by a plurality of nodes, 
each of which is connected to at least one other node by means of communication 
channels. Let’s consider the basic properties of a package-switched communica-
tion network that need to be reflected in its model:

1. The network structure is determined by the number of nodes, their cha-
racteristics, connectivity matrix, characteristics of communication lines 
between nodes.

2. Principle of package switching.
3. Call servicing algorithm, which is determined by the discipline of ser-

vicing calls at network nodes.
4. Call routing, which is determined by the rules for selecting routes for 

servicing calls and the routing table in each of the network nodes.
5. Subscriber traffic is determined by the properties of call flows, their nu-

merical characteristics.
Based on the analysis of the processes of information transmission through 

the communication network, the following functional elements can be distin-
guished that should be described in the mathematical model of the network: data 
source, switching node, communication channel, data package, network control 
module, external network exposure module.

The data source provides simulation of the process of data receipt for trans-
mission over the network, in particular, from the sending node to the receiving 
node. The data source is directly connected to the corresponding switching node.

The switching node simulates the operation of network nodes, ensuring the  
direction of data packages directly from the data source to the node through  
the communication channel or between adjacent nodes according to the selected 
routing strategy. This takes into account the procedure for processing application 
queues in switching nodes taking into account priorities.

In the course of simulation the operation of communication channels bet-
ween adjacent nodes, the following processes are taken into account: package 
delay associated with limited channel capacity; propagation delay of electromag-
netic waves in communication lines; package loss processes during transmission 
over communication channels and exit from communication channels. Commu-
nication channels are actually single-channel or multi-channel communication 
systems that connect adjacent switching nodes.

A data package is a certain amount of data transmitted over a network.
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In the model, it is specified by a header containing the necessary information 
for its processing in communication nodes, and also by the length of the package 
models the presence of data in it.

The network control module makes it possible to simulate control processes 
in the network, including the transmission of service packages with the informa-
tion necessary for the operation of the network. The network control module is 
connected to the switching node and is for it a source of packages with service 
information transmitted to other nodes.

The module of external influence on the network simulates the processes of 
exiting and restoring the operability of nodes and communication channels.

Thus, the communication network contains a significant number of elements. 
Processes in different parts of the network can occur independently, sequentially 
or in parallel. Given the fulfillment of certain conditions, various mathematical 
models of the network can be built on the basis of the provisions of the theory of 
random flows, the theory of mass service, and the theory of teletraffic.

When analyzing a specific simulation model of a network, it is possible to 
investigate various probabilistic-temporal characteristics, in particular, the aver-
age delay time of messages, the average busyness of a communication line with  
a proportional change in the intensity of input streams for all «sender-destina-
tion» pairs.

To implement mathematical models of communication networks on com-
puters, both universal programming languages and specialized simulation soft-
ware packages can be used. It should be noted that on one edge of universality are 
common programming languages such as FORTRAN, and more specialized lan-
guages such as GPSS. They provide an opportunity, with sufficient qualifications 
in programming, to create and implement models of systems and networks of 
any complexity, but at the cost of a significant expenditure of time and effort. Al-
though the GPSS software system has graphical tools for manipulating flowcharts, 
it is possible to use animation and an interface with C++, however, it is hardly 
acceptable for simulation network objects with a large number of connections.

Another way to ensure the versatility of the simulation system is in iden-
tification and programmatically implementation of the basic network functions 
that are most elementary and common for various applications. This approach 
provides in most cases the maximum efficiency of using the functionality of simu-
lation systems. However, the main part of the work is shifted to the user, which 
increases the complexity of creating complex information models. Another way 
is in implementation of the maximum number of different functions, covering 
the entire range of possible applications. But this complicates the work with such 
a simulation system. An example is a simulation software system, which contains 
about ten thousand functions and object-oriented classes.
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On the other side of versatility are specialized computer mathematics pack-
ages that allow to perform character-numerical simulation of general-purpose 
systems. Among them, the most widely used software packages are: Eureka,  
Mercury, MathCAD, Derive, Mathematica, Mapl.

Among packages of this type, MatLab stands out. This system is now widely 
distributed in engineering and university circles due to outstanding advantages, 
which include:

1. Simplicity of comprehension and accessibility of texts of almost all soft-
ware tools, except the built-in ones.

2. A large library of achievable mathematical programs, which contains al-
most all modern numerical methods and functions.

3. Ability to create your own software and even adjust existing ones.
4. A very convenient and adapted for the practical needs of engineers and 

scientists apparatus for graphical presentation of calculation results.
MatLab is a high-level matrix and array language with control of flows, func-

tions, data structures, data input and output, and object-oriented programming 
features.

MatLab environment is a set of tools and devices that a user or MatLab 
programmer works with. It includes tools for managing variables in the MatLab 
workspace, data input and output, and the creation, control and debugging of 
MatLab files and applications.

MatLab graphics system includes high-level commands for visualizing 
two- and three-dimensional data, image processing, animation, and illustrated 
graphics. It also includes low-level commands that allow to completely edit the 
appearance of graphical information in the same way as when creating a graphical 
(for the user) interface for MatLab applications.

In this package, specialized tasks of expanding the capabilities for simulation 
telecommunication and infocommunication are solved with the help of additional 
specialized packages (Toolbox), which provide the capabilities of symbolic and 
analytical calculations, special means of integration with other packages. Integra-
tion with the Simulink package, which is intended for simulation of block-defined 
dynamic systems and devices, provided new properties. Simulink package has  
a wide library of mathematical models of various functional blocks. Generators 
of various types of signals, virtual measuring instruments, graphic means for dis-
playing the results of system simulation can also be included in the structure of 
the created model of the system.

Simulink is an interactive tool for simulation, simulating and analyzing dy-
namic systems, including discrete, continuous and hybrid, non-linear and discon-
tinuous systems. It makes it possible to build graphical block diagrams, simulate 
dynamic systems, investigate the performance of systems and improve projects.
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Key features:
– interactive graphical environment for building block diagrams;
– expandable library of ready-made blocks;
– tools for constructing multi-level hierarchical multicomponent models;
– tavigation and parameter settings for complex models;
– means of integration of ready-made C/C++, FORTRAN, ADA and Mat-

Lab algorithms into the model, interaction with external programs for 
simulation;

– modern means of solving differential equations for continuous, dis-
crete, linear and nonlinear objects (including with hysteresis and dis-
continuities);

– simulation of non-stationary systems with the help of solvers with vari-
able and constant step or by the method of batch simulation controlled 
with MatLab;

– interactive visualization of output signals, settings and tasks of input 
actions;

– a tool for debugging and analyzing models;
– full integration with MatLab, including numerous methods, visualiza-

tion, data analysis and graphical interfaces.
A similar Mathematica package is Wolfram Research’s algebra system. It 

contains many functions for both analytical transformations and numerical calcu-
lations. In addition, the program supports graphics and sound, including the con-
struction of two- and three-dimensional graphs of functions, floods of arbitrary 
geometric shapes, import-export of images and sound. The difference between 
this package lies in its use primarily for analytical simulation of systems based on 
one or another mathematical apparatus.

Key features:
– solution of recurrence equations;
– simplification of expressions;
– finding boundaries;
– integration and differentiation of functions;
– finding finite and infinite sums and products;
– solution of differential equations and partial differential equations;
– Fourier and Laplace transforms, as well as Z-transforms;
– expansion of a function in a Taylor series, operations with Taylor se-

ries: addition, multiplication, composition, obtaining an inverse func- 
tion, etc.

– discrete Fourier transform;
– plotting functions;
– construction of geometric shapes: broken lines, circles, rectangles, etc.;
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– reproduction of a sound which graph is set by an analytical function or 
a set of points;

– import and export of graphics in many raster and vector formats, as well 
as sound;

– construction and manipulation of graphs.
These packages make it possible to quickly orientate them towards solving 

simulation problems in various fields: neural networks and telecommunications, 
designing event-control systems.

However, these universal software tools do not always meet the requirements 
of simulation systems in the field of communications. The most critical parameter 
in this case is most often performance. If it is necessary to conduct a significant 
amount of research, the presence of a specialized software tool or simulation 
language can significantly (sometimes by several orders of magnitude) speed up 
the research process and significantly improve the quality characteristics. This cir-
cumstance has led to the emergence of an extremely large number of different spe-
cialized simulation tools and languages, focused on specific areas of application.

Moreover, one of the approaches to simulation is creation of specialized 
software simulation models in which the description of the model of the system 
under study is performed in terms of this system. In the case of simulation com-
munication networks during the use of this method, the network topology, the 
composition and parameters of the equipment in the switching nodes, and the 
characteristics of the incoming information flows are set. The characteristic rep-
resentatives of this approach are specialized software packages (software systems) 
CLASS/ANKLES, REAL, NEST, ANSAN, NS.

In particular, CLASS/ANKLES system is designed for simulation of ATM 
networks. The peculiarity of its construction is that it consists of two software si-
mulation modules that allow simulation of the network under study with varying 
degrees of detail. ANKLES software simulation model enables network simulation 
at the call level. At this level of detail, it is possible to explore call blocking prob-
ability, routing, and connection control protocols. CLASS software simulation 
model makes it possible to study the probability of loss of a portion of the protocol 
data, the distribution of the delivery delay time, and the flow control efficiency.

The considered system is designed to study ATM networks and can’t be used 
to study other types of networks. However, when designing in the general case, 
it becomes necessary to carry out simulation of various types of networks. In 
this case, it is advisable to use the software environment NS (Network Simulator), 
which developed from REAL. NS is designed to simulate a wide range of network 
architectures using the TCP/IP protocol stack. NS system is an object-oriented 
simulation system created by C++ with the additional use of OTcl. C++ language is 
convenient from the point of view of significant performance when implementing  
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protocol details and when working with large data arrays. OTcl language is slower 
in operation, but requires less time for changes in the program, it is important 
when studying the influence of the configuration, parameters and control of the 
network on its quality indicators.

Along with the software packages mentioned above, other packages are also 
widely used in network simulation.

NetCracker is a software tool for network design and simulation of hardware 
and software information networks, with which it is possible to create static and 
dynamic models of networks with elements of visualization of the transmission of  
data packages in real and model time. NetCracker contains databases with a set  
of various devices that make it possible to simulate networks of various configu-
rations, technologies with different topological structures. NetCracker can be used 
to design local, global, corporate communication networks. On such projects, it is 
possible tosee the location of the selected equipment, its technical characteristics, 
according to what protocol it works, what technology is used, etc. Such projects 
make it possible to automatically perform the optimal equipment location and 
cost calculation, as well as investigate the main characteristics of the designed net-
works until the moment of construction (current and average workload, average 
wait time, the number of transmitted and lost packages for a certain time interval, 
the number of blocked requests et al.).

Cinderella is a software tool that allows to develop, analyze and model pro-
cesses in dynamic systems, which is described in the specification and description 
language Cinderella in combination with two other specification languages ASN.1 
and MSC. Today, Cinderella landuage has evolved into an object-oriented lan-
guage and is now widely used not only in telecommunications, but also in many 
other industries. Cinderella is designed to simulate interaction processes that 
describe data transfer protocols, signaling protocols, input and output in-plant 
connections, and much more that can be represented as interaction processes. 
ASN.1 and MSC are intended mainly for data specification and are recognized 
for describing data in protocols that are built in accordance with the open system 
interaction model.

Package Tracer is a structural-logical design program for computer networks. 
It allows to perform network simulations based on Cisco equipment, and supports 
modular network equipment. Due to the presence of the simulation mode and 
protocol analyzer, one can see both the structure of packages generated by various 
network protocols and the algorithms of various devices.

BONeS is a general-purpose graphical simulation system for analyzing the ar-
chitecture of systems, networks and protocols. Describes the models at the trans-
port level and at the application level. It makes it possible to analyze the effects of 
client-server applications and new technologies on the network.
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Netmaker is topology design, planning and analysis tools for a wide class of 
networks. It consists of various modules for calculation, analysis, design, visuali-
zation, planning and analysis of results.

Optimal Performance has the ability to quickly evaluate and accurate simula-
tion, helps optimize distributed software.

Prophesy is a simple system for simulation local and global networks. It al-
lows to evaluate the computer reaction time to the request, the number of «hits» 
at the WWW server, the number of workstations for servicing active equipment, 
the network performance margin in case of failure of certain equipment.

CANE family is design and reengineering of a computing system, evaluation 
of various options, «what if» scenarios. Simulation at various levels of the OSI mo-
del. Developed library of devices, which includes the physical, electrical, tempera-
ture and other characteristics of objects. It is possible to create your own libraries.

OPNET family is a tool for designing and simulation local and global net-
works, computer systems, applications, and distributed systems. Ability to import 
and export topology and network traffic data. Analysis of the effects of client- 
server applications and new technologies on the network. Simulation hierar-
chical networks, multi-protocol local and global networks; accounting routing 
algorithms. Object oriented approach. A comprehensive library of protocols 
and objects. It includes the following products: Netbiz (design and promotion of  
a computing system), Modeler (simulation and analysis of network performance, 
computer systems, applications and distributed systems), IT Guru (performance 
evaluation of communication networks and distributed systems).

OPNET IT GURU allows:
– create a virtual network consisting of appropriate hardware, protocols, 

as well as application software;
– is a purely software interface that can work on an individual workplace;
– allows to study and compile useful statistics about a virtual network built 

with its help;
– create virtual networks in the field of software, and also provides tools 

for the dynamic collection of network information.

7.4 Software packages for simulation and optimization 
of communication networks

Let’s consider the features of simulation and the possibility of using some 
software packages on the example of the task of researching performance in the 
design of communication networks. Protocol analyzers are indispensable for the 
study of real networks, but they do not allow to obtain quantitative estimates of 
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the characteristics for networks that are not yet in the design stage. In these cases, 
designers can use simulation tools with which models are created that reproduce 
information processes in networks.

There are special simulation languages that facilitate the process of creating 
a software model compared to using universal programming languages. Examples 
of simulation languages include languages such as SIMULA, GPSS, SIMDIS. There 
are also simulation systems that focus on a narrow class of systems under study 
and allow to build models without programming. Similar systems for computer 
networks are discussed below.

Such software systems themselves generate a network model based on input 
data on its topology and the protocols used, on the intensity of the flow of requests 
between network computers, the length of communication lines, and on the types 
of equipment used. Software simulation systems can be narrowly specialized and 
quite universal, allowing to simulate networks of various types. The quality of 
the simulation results largely depends on the accuracy of the initial network data 
transmitted to the simulation system.

Network simulation software systems are a tool that any network administra-
tor may need, especially when designing a new network or making fundamental 
changes to an existing one. Software products of this category allow to check the 
consequences of the implementation of various design decisions even before the 
payment for the equipment is purchased. Of course, most of these software pack-
ages are quite expensive, but the potential savings can also be very tangible.

Network simulation programs use in their work information about the spa-
tial location of the network, the number of nodes, communication configurations, 
data transfer rates, protocols used and the type of equipment. Of course, the simu-
lation model is not built from scratch. There are ready-made simulation models of 
the main elements of networks: the most common types of routers, communica-
tion channels, access methods, protocols, etc. These models of individual network 
elements are created on the basis of various data: the results of test tests of real 
devices, analysis of the principles of their operation, and analytical relationships. 
As a result, a library of typical network elements is created, which can be confi-
gured using parameters predefined in the models.

Simulation systems usually also include a set of tools for preparing the source 
data for the investigated network – preprocessing data on the network topology 
and measured traffic. These tools can be useful if the model network is a variant 
of an existing network and it is possible to measure traffic and other parameters 
necessary for simulation in it. In addition, the system is provided with means for 
statistical processing of the obtained simulation results.

Table 7.1 shows the characteristics of some software systems for simulation of 
a different class – from simple programs to powerful systems, including libraries  
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of most of the communication devices available on the market and provide a signi-
ficant degree of automation of the study of the designed communication network.

Ta b l e  7 . 1
Software packages for simulation and optimization  

and communication networks

Program Purpose, brief description of the program

COMNET III
Simulation of X.25 network, ATM, Frame Relay, LAN-WAN, 
SNA, DECnet, OSPF, RIP. Access CSMA / CD, FDDI, etc. A li-
brary of routers 3COM, Cisco, DEC, HP, Wellfleat has been built

NetMaker
Building network models using an extensive library of net-
work devices. Checking network topology data; Import traffic 
information in real time

StressMagik Support for standard tests of measuring network performance; 
simulation of peak load on the file server

MIND
Communication network optimization, contains data on the 
cost of typical configurations with the ability to accurately 
evaluate performance

AutoNet/Designer

Determining the optimal location of hubs in the global com-
munications network, the ability to assess cost savings by 
reducing the tariff, changing the service provider and restoring 
equipment; comparison of communication options through the 
nearest and optimal access point, as well as through the local 
telephone network

AutoNet/ MeshNET
Capacity simulation and cost optimization for the organization 
of a global communications network by simulating damaged 
lines, support for the tariff network of AT & T, Sprint, WiTel, Bell

AutoNet/Performance-1
Simulation the performance of hierarchical communication 
networks by analyzing sensitivity to the duration of the delay, 
response time, and also bottlenecks in the network structure

AutoNet/Performance-3

Performance simulation of multi-protocol associations of 
local and global communication networks; estimating queue 
delays, predicting response times, as well as bottlenecks in 
the network structure; accounting for real traffic data coming 
from network analyzers

GNS3 Network simulation with performance assessment based on 
real operating systems of routers and managed switches.

Arena
It allows to build simulation models from a large number of 
basic structural elements, track the simulation process, analyze 
the simulation results and optimize the response of the model
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COMNETBaseline allows to create a variety of filters with which it is possible 
to get the information necessary to simulate networks from imported data. Using 
COMNETBaseline it is possible to:

– enter information about the network topology, in particular, in a hierar-
chical form;

– combine information from several traffic registration files that can be 
imported from different monitoring tools into a single traffic model;

– provide the received traffic model for a preliminary cursory inspection;
– view a graphical representation of inter-nodal interactions in which the 

traffic of each pair of nodes is displayed by a line of a certain color.
COMNETIII. COMNETIII network simulation system allows to accurately 

predict the performance of local, global and corporate communications net-
works. COMNETIII offers a simple and intuitive way to construct a network 
model, based on the use of ready-made base units that correspond to well-
known network devices such as computers, routers, switches, multiplexers and 
communication channels. The user applies the drag-and-drop technique for 
graphical depiction of the network, which is modeled from library elements. 
Then the COMNETIII system performs a detailed simulation of the resulting 
network, dynamically displaying the results in the form of a visual animation 
of the resulting traffic. Ano ther option for setting the modeled network topo-
logy is the import of topological information from network management and  
monitoring systems.

After the end of the simulation, the user receives at its disposal the following 
characteristics of network performance:

– predicted delays between end and intermediate network nodes, capacity 
of communication channels, utilization rates of segments, buffers and 
processors;

– peaks and drops of traffic as a function of time, and not as averaged  
values;

– source of delays and network bottlenecks.
COMNETIII system operates with three types of nodes – processor nodes, 

router nodes, and switches. Nodes can be connected using ports to communica-
tion channels of any type, from channels of local networks to satellite communi-
cation lines. The nodes and communication channels can be characterized by the 
mean time between failures and the average recovery time for simulation network 
reliability.

COMNETIII models not only the interaction of computers over a net-
work, but also the process of dividing the processor of each computer bet-
ween its applications. The application is modeled using several types of com-
mands, including data processing, sending and reading messages, reading and  
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writing data to a file, established sessions, and termination of the program be-
fore receiving messages. For each application, a so-called command repertoire is  
specified.

Router nodes can simulate the operation of routers, switches, bridges, hubs, 
and any devices that have an internal bus resolution through which packages are 
transmitted between ports. The bus is characterized by capacity and the number of 
independent channels. The router node also has all the characteristics of a proces-
sor node, so that it can run applications that, for example, restore routing tables or 
send routing information from the network. Non-blocking switching nodes can 
be modeled by setting the number of independent channels equal to the number 
of switch modules. COMNETIII library includes a large number of descriptions 
of specific router models with parameters based on the test results in the Harvard 
NetworkDeviceTestLab system.

The switch node simulates the operation of switches, as well as routers, hubs, 
and other devices that transmit packages from the input port to the output port 
with a slight delay.http://www.cityholding.dp.ua/list/htm/12/4423

Communication channels are modeled by setting their type, as well as two 
parameters – capacity and introduced propagation delay in the channel. The 
unit of data transmitted over the channel is a frame. Packages when transmit-
ted over channels are segmented into frames. Each channel is characterized 
by: minimum and maximum frame size, overhead per frame and error rate  
in frames.

COMNETIII includes tools for simulation global communications networks 
at the highest level of abstraction. Such a representation of global networks is 
advisable when specifying accurate information about the topology of physical 
connections and the full traffic of the global network is impossible or impractical. 
For example, it makes no sense to accurately simulate the operation of INTERNET 
during the study of traffic transmission between two local networks connected  
to INTERNET.

During the simulation of global networks, package splitting into frames 
is simulated, and each type of global service is characterized by minimum and  
maximum frame sizes and overhead for service information.

Communication with the global network is simulated using an access chan-
nel, has a certain propagation delay and capacity. The global network itself is 
characterized by a delay in the delivery of information from one access channel to 
another, the probability of frame loss or its forced removal from the network (in  
case of violation of the CIR type traffic parameters agreement). These para-
meters depend on the degree of congestion of the global network; it can be 
set as normal, moderate and high. It is possible to simulate virtual channels in  
a network.
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In a COMNETIII system, a workload is created by traffic sources. Each 
node can be connected to several different types of traffic sources. Application 
sources generate applications executed by nodes such as processors or routers. 
The node executes command by command, simulating the operation of appli-
cations on the network. Sources can generate complex non-standard applica-
tions, as well as simple ones, mainly engaged in sending and receiving messages  
over the network.

Call sources generate connection requests in circuit-switched networks (net-
works with virtual dial-up ISDN, POTS). Sources of the planned load generate 
data, the original time-dependent schedule. In this case, the source generates data 
periodically, using a specific distribution of the time interval between pieces of 
data. It is possible to simulate the dependence of the intensity of data generation 
on the time of day.

The communication protocols of the physical and link layers are taken into 
account in the COMNETIII system in network elements such as channels. Net-
work layer protocols are reflected in the operation of the model nodes; they decide 
on the choice of the package route in the network. The network backbone and 
each of the subnets can operate on the basis of different and independent routing 
algorithms. The routing algorithms used by COMNETIII make decisions based on 
the calculation of the shortest path. Various variations of this principle are used, 
differing in the metric used and the means of restoring routing tables. Static algo-
rithms are applied, in which the table is updated only once at the beginning of the 
simulation, and dynamic algorithms periodically update the table. It is possible 
to simulate multi-way routing, in which traffic balance is achieved along several 
alternative routes.

The protocols that perform transport and message delivery functions bet-
ween end nodes are represented in the COMNETIII system by a large set of pro-
tocols: ATP, NCP, NCPBurstMode, TCP, UDP, NetBIOS, SNA. When using these 
protocols, the user selects them from the system library and sets specific parame-
ters, for example, message size, window size, etc. http://www.cityholding.dp.ua/ 
list/htm/12/4426

COMNETIII allows to specify the form of a report on the results of the simu-
lation for each individual element of the model. There are various ways to obtain 
statistical results of a model run, in particular, collecting statistics for each type 
of model element – nodes, channels, traffic sources, routers, switches, etc. The 
statistics monitor of each element can be set up to collect only basic statistical pa-
rameters (minimum, maximum, average value and variance) or to collect data on 
a temporary scale for plotting. If the results of the observations are saved in a file 
for subsequent graphing and analysis, then it is also possible to build histograms 
and percentages. It is possible to build graphs during the simulation.
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The menu options allow to change the speed of the simulation steps and the 
speed of the tokens – graphic symbols corresponding to frames and packages. 
In the animated mode, COMNETIII system shows the arrival of packages to the 
communication channels and their output from the channels, the current num-
ber of packages in the nodes, the number of sessions installed with this node, 
percentage of use, and much more.

COMNETIII includes an integrated set of tools for statistical analysis of 
source data and simulation results. With their help, it is possible to choose the 
appropriate probability distribution for the experimentally obtained data. Results 
analysis tools provide the ability to calculate confidence intervals, perform a re-
gression analysis, and evaluate variation estimates obtained over several spans of 
the model.

COMNETPredictor. This software product is intended for those cases when it 
is necessary to assess the consequences of changes in the network, but without its 
detailed simulation. COMNETPredictor works as follows.

Data on the operation of an existing network option is downloaded from 
a network management or monitoring system and an assumption is made about 
changing network parameters: the number of users or applications, channel  
capacity, routing algorithms, node performance, etc.

COMNETPredictor then evaluates the impact of the proposed changes and 
provides graphical results and charts that show delays, utilization rates, and esti-
mated network bottlenecks. 

COMNETPredictor complements the COMNETIII system, which can then be 
used to more thoroughly analyze critical network options.

HTZ-Simulation computer-aided design system is intended for planning and 
comprehensive simulation of radio communication networks in the HF, UHF and 
microwave wave bands. The system provides a solution to a wide class of design 
problems, ranging from the selection of construction sites on the ground to the 
optimization of the entire radio network as a whole.

The main tasks that can be successfully solved with the help of this software 
design system are: optimization of existing radio networks at low financial cost; 
spatial planning of new radio networks; assessment of electromagnetic compati-
bility of new and existing radio networks; design of microwave transmission lines 
for fixed subscribers; frequency-territorial planning of cellular radio networks 
for mobile subscribers; joint design and research of a cellular network for mobile 
subscribers and microwave lines; assessment of the correlation between the results 
of calculations and measurements; preparation of calculation results for inclusion 
in research reports.

Construction of pilot projects of designed communication networks. If 
it is not necessary to have a real network to set information on the network  



182

Optimization and mathematical modeling of communication networks

topology, then measurements on pilot networks may be required to collect ini-
tial data on the intensity of network traffic sources, which are full-scale models  
of the designed network. These measurements can be performed by various 
means, including using protocol analyzers.

In addition to obtaining initial data for simulation, the pilot network can be 
used to solve important independent tasks. It can provide answers to questions 
regarding the basic operability of a particular technical solution or equipment 
compatibility. Field experiments may require significant material costs, but they 
are compensated by the high probability of the results.

The pilot network should be as close as possible to the network that is being 
created, for the selection of the parameters of which the pilot network is being  
created. To do this, it is necessary first of all to highlight those features of the 
network being created that can affect its operability and productivity. If there 
are doubts about the compatibility of products from different manufacturers, for  
example, switches that support virtual networks or others, the capabilities have 
not yet been standardized, then these devices should be checked for compatibility 
in the pilot network and in those modes that cause the greatest doubt.

As for the use of a pilot network to predict the capacity of a real network, here 
the possibilities of this type of simulation are very limited. The pilot network itself 
is unlikely to provide a good estimate of the performance of a real network, which 
includes many more subnet nodes and users. It is not clear how to extrapolate the 
results obtained in a small network; there are many large sizes on the network. 
Therefore, it is advisable to use the pilot network together with the simulation 
model of the network, which uses the values of traffic characteristics, delays and 
capacity of devices received in the pilot network.

GNS3 is a graphical network simulator that allows to simulate and analyze 
the functioning of networks with complex topology when using existing modern 
network protocols. It should be noted that GNS3 is an open source project, that is, 
a free program that can be used on many operating systems.

A feature of this software product is that it can fully and completely repro-
duce the operation of Cisco and Juniper network devices, emulating their network 
operating systems on your own computer. Thus, the configuration and operation 
of these devices is fully consistent with the work of existing routers and switches, 
allow to simulate and analyze the operation of any networks. It should also be 
noted that GNS3 has the built-in tools that allow to organize the connection of the 
designed topology with a real network.

GNS3 program includes an integrated Virtual PC program, with the help of 
which end devices acting as sources of traffic flows transmitted over the network 
are emulated, as well as the Wireshark software product, which is a traffic ana-
lyzer in computer networks. Wireshark has libraries of structures of most network 
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protocols, and therefore allows to parse a network package, displaying the value of 
each protocol field at any level.

The basis of Arena technology is the SIMAN simulation language and the 
Cinema Animation system. SIMAN language, which was first implemented in 
1982, is an extremely flexible and expressive simulation language. It is constantly 
improving by adding new features. To display the simulation results used anima-
tion system Cinema animation.

The relevant application includes:
– window of the working field;
– module parameters window;
– project window;
– basic process (panel of basic processes) – contains modules that are used 

for simulation;
– reports (report panel) – notification panel: contains a message reflecting 

the results of simulation;
– navigate (navigation panel) – the control panel allows to display all types 

of models, including control through hierarchical submodels.
Let’s also note the need to sometimes use cloud technologies for simulation 

processes in communication networks, especially in the case of analytical simula-
tion of heterogeneous networks with a combination of quality indicators.

The US National Institute of Standards and Technology has established the 
following mandatory cloud computing features:

1. Self-service on demand, the consumer independently determines and 
changes computing needs, such as server time, access and data process-
ing speeds, the amount of stored data without interacting with a repre-
sentative of the service provider.

2. Universal network access, services available to consumers through a data  
network regardless of the terminal device.

3. Resource pooling, a service provider combines resources for servicing  
a large number of consumers into a single pool for the dynamic redistri-
bution of capacities between consumers in the face of constant changes 
in demand for capacities; at the same time, consumers control only the 
main parameters of the service (for example, the amount of data, access 
speed), but the actual distribution of resources provided to the consu-
mer is carried out by the supplier (in some cases, consumers can still 
manage some physical redistribution parameters, for example, specify 
the desired data center from proximity considerations).

4. Elasticity, services can be provided, expanded, narrowed at any time, 
with out additional costs for interaction with the supplier, as a rule, in  
an automatic mode.
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5. Consumption accounting, the service provider automatically calculates 
the consumed resources at a certain level of abstraction (for example, the 
amount of stored data, capacity, number of users, number of transac-
tions), and based on this data estimates the amount of services provided  
to consumers.

From the point of view of the simulation specialist, due to the pooling of 
resources and the inconsistent nature of consumption, cloud computing allows 
economizing on scale using less hardware resources than when allocating hard-
ware capacities for each consumer, and by automating the procedures for modi-
fying the allocation of resources, the cost of subscription services is significantly 
reduced.

7.5 Software packages for simulation and optimization 
of communication systems

Mathematical models of a communication system should include models 
of various types of message sources, encoders and decoders, modulators and 
demodulators, communication channels. For the software implementation of 
mathematical models of various variants of the communication system and the 
procedures for their study by the method of static simulation on a computer, uni-
versal languages such as Pascal and C++ can be used. In these languages, models 
of all components of a communication system can be described. To organize  
a convenient interface when working with the implemented mathematical model 
of the system, it is possible to use the capabilities of Delphi and Builder software 
environments. As an example, one can cite software packages created by the 
indicated software for simulation and comparative studies of various types of 
communication systems.

Today there are a number of standard software packages that allow to simu-
late and explore communication systems in their automated design. Let’s consider 
some of them.

System Wiew package is a «constructor», with the help of which, from stan-
dard blocks, a given functional diagram of any communication system can be im-
plemented. There is an extensive library in the package, from the catalog of which 
the necessary functional module is selected, which is transferred to the circuit. 
After connecting all the functional modules and connecting all the measuring 
devices, the system parameters are set: the duration of the observation interval, 
the sampling frequency, the parameters of the fast Fourier transform, and then 
the simulation is performed. Fourier transforms are calculated at various points 
in the diagram, correlation and mutual correlation functions, arithmetic and 
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trigo nometric operations are performed, statistical processing of simulation data 
is carried out, and much more.

Despite the powerful analysis tools in the System Wiew package, it is more 
convenient to process the data obtained as a result of simulation using the Lab-
View package. This is a program for functional simulation of systems and analysis 
of research results using an extensive library of programs for statistical analysis, 
evaluation of various characteristics of signals, regression analysis, time-frequen-
cy analysis, digital and other types of signal processing.

Microwave Office 2001 package is intended for simulation communication 
systems at the level of structural and functional diagrams, since the System View 
package. A feature of this package is the ability to design high-frequency devices, 
as well as simulation processes for processing complex signals, which is typical for 
real communication systems. Non-linear analysis in this package is performed by 
the method of harmonious balance and Voltaire series.

HyperSignal Block Diagram package is a program for simulation analog and 
digital devices defined by functional diagrams.

SPT and IPT packages perform digital processing of signals and two-dimen-
sional images in accordance. The package includes signal processing functions 
for analyzing and converting time sequences, as well as two-dimensional raster 
images. This package includes more than 130 functions that solve the problems of 
digital signal processing. In particular, the functions perform Fourier and Hilbert 
transforms, as well as digital filtering using digital filters with different frequency 
characteristics. The package allows to calculate the correlation functions, the spec-
tral power density of the signals, evaluate the filter parameters using the measured 
samples of the input and output signals.

APLA package is designed for the design and simulation of electrical circuits 
and systems in the time and frequency domains. The structure of simulation 
systems can include both digital and analog components, including high-fre-
quency devices. Calculations are performed: frequency characteristics, spectral 
density and noise figure, transients, signal spectra, parametric optimization, 
statistical analysis by statistical tests with random input influences. An impor-
tant feature of the package is the presence of a library of a significant number 
of circuit elements and individual blocks used in analog and digital communi- 
cation systems.

DesignLab package is an integrated software package for automating the 
design of analog, digital, as well as mixed (analog-to-digital) devices, synthesis of 
programmable logic devices and analog filters. In this design package, it begins 
with the introduction of the device’s schematic diagram, its simulation and opti-
mization, and ends with the creation of control files for programmers, as well as 
for the photoplotter and drilling machines to create printed circuit boards.
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Package Electronics Workbench is a system for circuit simulation and analysis 
of analog and digital-analog systems of great complexity. The package includes  
a large library of widely used circuit components, the parameters of which can 
vary over a wide range. A wide range of measuring instruments (oscilloscopes, 
spectrum analyzers) allows to measure various quantities and characteristics of 
the circuit.

Or CAD package is a simulation and end-to-end design program for ana-
log-to-digital electronic devices and the SPECTRA auto-tracer.

Circuit Maker program refers to simple computer-aided design systems. The 
program has its own circuit editor, it is easy to configure and adapt to specific sys-
tem design tasks. The capabilities of this program are equivalent to the Elektronics 
Workbench package.

Micro-Cap package is a circuit simulation package. With its help, a graphi-
cal introduction of the designed circuits and analysis of the characteristics of 
analog, digital and analog-digital devices is performed, an analysis of nonlinear 
DC circuits, calculation of transient processes and frequency characteristics 
is carried out. The package includes a large library of components, which in-
cludes the most popular digital integrated circuits of discrete logic and ana-
log components such as diodes, transistors, lossy transmission lines, quartz  
resonators, etc.

PSPICE A/D program is best suited for more complex circuit simulation 
tasks. Previously, she was part of the DisineLab package. Then it entered the  
OrCAD package. This program can perform various types of circuit analysis and 
has a number of functions for viewing simulation results. Supplemented by a spe-
cial module PSPICE Optimizier, it makes it possible not only to simulate, but also 
to optimize the circuit according to various criteria.

SIM 99 SE software module makes it possible to carry out all types of para-
metric circuit analysis, changing two components at the same time. This module 
is part of the P-CAD 2002 and Protel 99 SE packages.

View Analog software module has a standard set of simulation functions 
for mixed analog-to-digital devices. It also allows to simulate the behavior of 
programming logic circuits. This module is included in the Product Designer 
package.

Programmable logic integrated circuit design packages. A separate task 
in the automation of system design is the synthesis of predetermined logic cir-
cuits that determine the operation of complex devices and are implemented 
on programmable logic integrated circuits. For these purposes, the following 
software products can be used: Peak FPGA program, PLD 99 SE module, FPGA 
Studio program, System View package, Fusion/Speed Wave, Fusion/ViewSim,  
View PLD programs.
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It should be noted that a number of these software packages make it possible 
not only to simulate and analyze the given circuits of devices and systems, but 
also to design the topology of the corresponding large integrated circuits (LIC), 
perform their electromagnetic compatibility analysis and thermal analysis, and 
also design the corresponding printed circuit boards.

In conclusion, it should be noted that the programming languages, program 
modules and software packages mentioned in this section are far from a complete 
list of existing software tools that can be used to simulate and optimize commu-
nication systems and networks.
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AFTERWORD

This monograph addresses the optimization and mathematical modeling of 
technical systems, in particular, communication networks. These issues are espe-
cially important at the initial stages of design, when it is necessary to choose the 
best options for constructing communication systems and networks. In this case, 
it is necessary to build an adequate mathematical model of the system, within the 
framework of this mathematical model at a formalized level, set the optimality 
criterion for the system, using which, by solving the corresponding optimization 
problem, select the optimal version of the system. The use of various mathemati-
cal models of systems and various types of optimality criteria leads to the need to 
solve various types of optimization problems.

In the monograph, the theoretical foundations of scalar and multicriteria 
system optimization and methods for solving various types of optimization 
problems, which are concretized taking into account mathematical models of 
communication networks, are considered in a rather concise form. Examples  
of solving some problems of optimizing communication networks are given. In-
formation is given about standard software packages for modeling and optimiza-
tion on computer networks and communication systems that can be used in their 
computer-aided design.

It should be noted that not all issues that arise during the solution of prob-
lems of mathematical modeling and system optimization are presented in suffi-
cient detail due to the limited volume of the monograph. If necessary, an in-depth 
study of certain issues of mathematical modeling and optimization of systems,  
it is possible to refer to the corresponding specialized books of a scientific nature, 
which are listed in the list of references.
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