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The subject of this work is dedicated to studying fine-tuning techniques of 
large language models within the context of custom domain. The goal of the 
work is to analyze methods of fine-tuning large language models, compare their 
productivity and quality of results with limited amount of training data, and 
explore their utilization in customer support systems. This article describes 
preparing a dataset, various methods of fine-tuning and evaluates them using a 
custom data set. Domain specific help articles and the client queries in a 
"question-answer" format were used as data. 

 
Introduction  
Customer support systems play a crucial role in the product lifecycle and 

help shape and increase customer loyalty to the product. There are several types 
of client inquiries: informational requests, technical support, feedback, and 
various scenarios for their processing.  

During the processing of informational requests, various difficulties may 
arise related to vague question formulation, unavailability of information, large 
knowledge base volume, answer relevance, data privacy, and security. The use 
of large language models (LLMs) can reduce the processing time of customer 
queries and provide answers based on the company's knowledge base.There are 
several types of large language models for working with natural texts such as 
transformers, recurrent neural networks (RNN), and models based on 
convolutional neural networks (CNN). Smelyakov [1] evaluated the 
performance of some modern convolutional neural networks. In the domain of 
image search and retrieval, Smelyakov et al. (2020) [2] introduced an innovative 
approach that can be partially applicable for natural language processing  tasks. 

Transformer architecture was introduced by Vaswani et 2017 [3], which 
has become the basis for many state-of-the-art natural language processing 
models, including BERT, GPT, and others. The main concepts of Transformer is 
tokenization, embedding, attention, pretraining and transfer learning. In the 
context of LLM, transfer learning involves fine-tuning a pretrained model on a 
smaller, task-specific dataset to achieve high performance in solving a new task.  

There are several types of parameter tuning for large language models for 
use in a particular field. Full parameter tuning optimizes the entire model for the 
target domain, but require large amount of labeled data and computationally 
expensive. Parameter-efficient fine tuning often involve selectively updating a 
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subset of the model parameters while keeping the rest fixed or updating them 
with a smaller learning rate, particularly useful in scenarios where labeled data 
is scarce or when deploying models to resource-constrained environments.  

Low-Rank Adaptation of Large Language Models or LoRA [4] freezes the 
pre-trained model weights and injects trainable rank decomposition matrices 
into each layer of the Transformer architecture. Q-LoRA starts with the idea of 
approximating the weight matrices of the pre-trained language model with low-
rank matrices. Quantization is a compression technique that reduces the bit 
width of the parameters and/or activations of LLMs to improve their efficiency 
and scalability [5].  

Experiment Planning 
During the preparation process, the knowledge base of the Comsend project 

was exported, along with the history of requests and responses from the 
customer support system. Articles were saved in txt format without additional 
markup. In total, 139 articles were processed, with a total volume of 150,157 
characters. For processing the data obtained from the request history, the 
"question-answer" format was chosen. Duplicate questions and questions 
without answers were filtered out. Personal data was replaced with placeholders. 
For comparison, we used open-source large language models with different fine-
tuning parameters such as LLaMa-2-7B and GPT-J 6B.  

The LLaMa series is recognized for its efficiency and the ability to perform 
a wide range of language tasks with less computational power compared to some 
other models.   

GPT-J-6B is an open-source large language model (LLM) developed by 
EleutherAI in 2021. As the name suggests, it is a generative pre-trained 
transformer model designed to produce human-like text that continues from a 
prompt. The optional "6B" in the name refers to the fact that it has 6 billion 
parameters. 

In research we trained LLaMa-2-7B and GPT-J-B6 with 4-bit quantization 
and compared it with the untuned LLaMa-2-7B model. We used a Python 
programming language in the PyCharm development environment.  

To fine tune models was used Google Colab, a free cloud service based on 
Jupyter Notebook. After model fine tuning, an API was developed for 
integration into the customer support system. For new customer queries, three 
response options were generated by different models.  

The support manager evaluated the relevance of each response on a scale 
from 1 to 5, where 1 represented the worst variant and 5 the best. 124 customer 
queries were processed, and the following results were obtained (tabl. 1). 
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Table 1 – Customer support answer rates 

Model Support management rates 

 1 2 3 4 5 

GPT-J-B6 fine tuned 18 21 31 28 26 

LLaMa-2-7B fine tuned 9 11 20 41 43 

LLaMa-2-7B 28 31 29 23 13 
 
The manager's rating of 1 or 2 was interpreted as negative, while 3, 4, 5 

were interpreted as positive, resulting in the following values (tabl. 2). 
 
Table 2 – Results of prompts   

Model Negative Positive 

GPT-J-B6 fine tuned 31,5% 68,5% 

LLaMa-2-7B fine tuned 16,1% 83,9% 

LLaMa-2-7B 47,6% 52,4% 
 
Conclusion 
Based on results of research, the following main conclusion can be made. 

Model trained on global dataset without fine tuning significantly fall behind 
models fine tuned with domain specific dataset. LLaMa-2-7B produces more 
relevant results, but takes more resources to fine tune. Providing detailed 
domain specific dataset for fine tuning increases response accuracy, but on other 
hand requires more computational power.  
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