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INTRODUCTION 

 

A new qualitative leap in the field of critical infrastructure systems (CIS) 

management is due to the following factors: updating of technical equipment, ex-

panding the territorial scope, increasing the dynamics of performing functional 

tasks, changing their nature and content, and the emergence of new technological 

ways of functioning. To ensure information exchange, a unified information and 

communication network is being created during the operation of the CIS, while the 

communication and automation systems are gradually switching to modern digital 

methods of transmitting and processing information, as well as automation of man-

agement processes. 

Critical infrastructure systems are characterized by high intensity of infor-

mation flows in the management process, and the requirements for the efficiency 

of management, timely adoption and delivery to the executors of decisions and 

tasks are constantly increasing. Fulfillment of these requirements is inextricably 

linked with the need to generalize the already accumulated world experience in the 

field of infocommunication and depends on the degree of implementation of ad-

vanced information technologies related to the transmission and processing of in-

formation.  

New technologies, such as NGN and MPLS, make it possible to create effi-

cient, reliable and secure networks of any size. However, in a real infocommunica-

tion network (ICN) to provide the required response time is quite difficult due to 

the high intensity and diversity of data flows, the need to search for data in reposi-

tories and large databases, complex interaction of distributed applications, low line 

speed, slowing down interactions in gateways that coordinate inhomogeneous 

components of different ICN subnets. This is due to the need to take into account 

the specifics of the system, which requires appropriate settings of the network and 

methods of managing its operation. Thus, there is a growing gap between the 

growing universal capabilities of management systems and the real needs of man-

agement, focused on specific applications.  
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Further development of ICN construction methods requires the development 

and implementation of adaptive management methods that ensure high efficiency 

of network resources by taking into account the characteristics of the real data 

flow. 

The first section of the monograph analyzes the existing problems in the 

field of formation and management of ICN. The necessity of creating mathematical 

models, technologies and solutions to support network resources at the level neces-

sary to ensure the functioning of the CIS is substantiated. A review of existing 

models and methods of ICN analysis and management is conducted.  

The second section considers a mathematical model of the network man-

agement task, which according to the stratified structure of the network is repre-

sented on two levels. The set of basic parameters that define the network structure 

and the set of parameters of operational management are determined.  A formal-

ized model for the subnet layer provides coordination of goals between levels. A 

method of adaptive control of information flow distribution is presented, which al-

lows to take into account for different types of communication channels a possible 

change in the requirements of application tasks or user activity and solves the op-

timization task of reducing total data transmission costs. Also discussed is a meth-

od of allocating network resources for a multi-server node, in which server systems 

are considered as a set of single-line queuing systems.  

The third section of the monograph focuses on the components of infor-

mation risk. Taking into account the relationships between risk categories, the 

structure of the systemic risk model is formed, which reflects the negative conse-

quences that affect the main characteristics of the network. The method of identifi-

cation and risk assessment of ICN, which identifies partial risks using cognitive 

maps and cause-and-effect diagram, is considered. To estimate the probabilities of 

partial risks due to traffic transmission difficulties, methods of modeling random 

processes are used. 

The fourth section discusses risk management techniques for improving the 

security of critical infrastructure systems. Technologies for improving the func-
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tional safety of ICN are described, which ensure the viability of distributed CIS. It 

is offered to use methods of reduction of internal risks of the equipment of knots 

and communication channels of PCM, namely - diagnostic algorithms for defini-

tion of a technical condition of objects. To reduce the risk of errors in ICN com-

munication channels, an adaptive procedure for calculating linear decision func-

tions is proposed.  

The fifth section presents information technology that uses general mathe-

matical models and methods to calculate the parameters of data flows and network 

performance characteristics in the practical implementation of methods and princi-

ples of network management. Technology determines the sequence and composi-

tion of decisions and actions in solving tasks of setting up and operational network 

management.  

The sixth section contains the results of practical testing of information 

technology for the analysis of ICN "Complex for the processing of solid waste 

with a system of collection, disposal of landfill gas and electricity production." 

One of the subsystems of the complex is the software and hardware complex of the 

upper level and general station systems, which is designed to control the techno-

logical processes of general station and auxiliary systems and belongs to the class 

of ACS TP. To implement the functions of the complex uses a heterogeneous mul-

tiservice infocommunication network. The directions and volumes of information 

flows within the basic ICN are investigated.  As part of the risk management task, 

the levels of significance of factors and the probability of possible consequences 

are calculated. You are the most vulnerable characteristics of the network (perfor-

mance and reliability) and planned measures to fend off partial risks. Experimental 

application of models and methods of control of ICN parameters has shown that at 

their use efficiency of information transfer in infocommunication networks of ACS 

TP increases.  
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1 ANALYSIS OF PROBLEMS AND METHODS OF MANAGING 

INFOCOMMUNICATION NETWORKS IN CRITICAL 

INFRASTRUCTURE SYSTEMS 

 

 

1.1 Features of critical infrastructure systems and their information 

support 

 

Critical infrastructure is a set of state infrastructure facilities that are most 

important for the economy and industry, the functioning of society and public safe-

ty [1, 2]. Objects of critical infrastructure are enterprises and institutions of such 

industries as energy, chemical industry, transport, banks and finance, information 

technology and telecommunications (electronic communications), food, health 

care, utilities, which is strategically important for the functioning of the economy 

and security of the state, society and population [3, 4].  

These facilities are vulnerable to the negative impact of the external infor-

mation environment, the negative consequences of security breaches of critical in-

frastructure systems (CIS) are [5]: 

- the emergence of a man-made emergency and / or a negative impact on 

the environmental security of the state (region); 

- negative impact on the state of energy security of the state (region); 

- negative impact on the state of economic security of the state; 

- negative impact on the state of defense, national security and law and or-

der in the country; 

- negative impact on the system of government; 

- negative impact on the socio-political situation in the country; 

- negative impact on the image of the state; 

- violation of the sustainable functioning of the financial system of the 

state; 
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- violation of the sustainable functioning of the transport infrastructure of 

the state (region); 

- violation of the sustainable functioning of the information and/or tele-

communication infrastructure of the state (region), including its interaction with 

the relevant infrastructures of other states. 

The introduction of a systematic approach to solving the problems of critical 

infrastructure protection requires an effective mechanism for coordinating efforts 

to prevent loss or irreparable damage to key elements of critical infrastructure due 

to negative factors of any origin: man-made, natural, social political or any combi-

nation thereof.  

The National Security Strategy calls one of the ways to strengthen energy 

security "effective protection of critical infrastructure of the fuel and energy com-

plex from environmental and man-made influences and malicious actions", and 

one of the ways to ensure information security is to ensure the security of infor-

mation and telecommunications systems.  acting in the interests of state manage-

ment, provide the needs of defense and security of the state, credit and banking and 

other spheres of the economy, management systems of critical infrastructure " [6].  

Critical infrastructure systems are a set of technical means of collecting, 

transmitting, storing, processing, displaying, documenting and reproducing infor-

mation together with information, software and organizational software, and con-

tain regular service changes, which are located at the appropriate control points (in 

governing bodies) in order to optimize management [7].  

There is also the term "critical IT infrastructure", which on the one hand, 

creates opportunities to improve the security of facilities, on the other - new tech-

nologies bring additional security gaps. According to the Law of Ukraine "On the 

National System of Confidential Communication" there is a set of special tele-

communication systems (networks) of dual purpose, which with the help of cryp-

tographic and / or technical means provide exchange of confidential information in 

the interests of public authorities and local governments, create appropriate condi-
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tions for their interaction in peacetime and in the event of a state of emergency or 

martial law [8].  

Infocommunication Network is a set of geographically distributed infor-

mation, computing resources, software management systems, located in the end 

systems of the network and user terminal systems, the interaction between which is 

provided by telecommunications, and which together form a single multiservice 

platform. 

Critically important is the information processed in the CIS, namely infor-

mation about the state of a critical object, information about its structure, charac-

teristics of software and hardware, location, communication, etc. [9].  

The infocommunication network, which implements information support as 

a critical object, is considered a key system of information infrastructure. That is 

why there is a question of improving the efficiency of infocommunication net-

works (ICN).  

Territorial distribution of elements of CIS causes strict requirements to effi-

ciency of acceptance of administrative decisions on maintenance of safety of its 

functioning. [9]. 

One of the most significant factors in reducing the effectiveness of CIS is the 

threat of information security breaches. The decision of this task should be carried 

out systematically, on the basis of comprehensive research of both information 

processes realized in SKI, and mechanisms of realization of threats of their infor-

mation security and technologies of information protection. One of the most essen-

tial factors of decrease in efficiency of CIS is threats of information security 

breach. The solution of this task should be carried out systematically, on the basis 

of a comprehensive study of both the information processes implemented in the 

SKI, and mechanisms for implementing threats to their information security and 

information security technologies. [10]. 

In modern conditions, a high level of information support becomes a deter-

mining factor in achieving the goals of critical infrastructure systems, which im-
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pose additional special requirements for the means of processing and transmission 

of information.  

An important direction in the development of information support is to pro-

vide large-scale management of CIS in all functional modules and the creation of 

tools that allow you to form a single picture of the situation on the basis of infor-

mation from different sources. The implementation of this task should contribute to 

the effective organization, timely planning and coordination of the control system 

and functional subsystems, providing timely feedback to the system modules to ob-

tain information about their status, and tools that contribute to the implementation 

of the set tasks.  

Creating a single information space CIS requires the solution of the follow-

ing tasks [11]: 

- creation of a global information environment that provides comprehensive 

information processing in real time; 

- creation of a single information and reference network; 

- creation of a distributed network of information processing and storage 

with different access priorities and restrictions. 

Successful implementation of a set of works in general will ensure the effec-

tiveness of the SKI by significantly improving the efficiency of management and 

quality of decision-making, reducing the time between  

These tasks determine one of the factors that determine the choice of infor-

mation technology adaptive data flow management variety of applications used 

(text data, graphics, video, voice information). 

There are many factors that determine the features of the effective function-

ing of the SKI [12, 13]. According to the trends in the development of CIS on the 

principle of scalability is determined by such a factor as the constant growth of cir-

culating information [14, 15]. 

Critical infrastructure systems must have high availability, resilience, mobil-

ity, the required ICN bandwidth, availability, security, manageability and ensure 
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compliance with the requirements for timeliness, reliability and security of infor-

mation exchange. 

At the present stage, ICN are characterized by the following features [16]: 

- the need to significantly reduce the time of implementation of new promis-

ing technologies for data processing and transmission; 

- the need to implement and implement new approaches to the concept of 

adaptive data flow management; 

- providing individual users (e.g. officials) with a wider range of telecom-

munications services. 

Thus, the basis of information support of CIS is a globally distributed info-

communication network created on the basis of existing and perspective networks 

of communication and data transmission with application of modern telecommuni-

cation technologies which should provide high technical characteristics. 

Ensuring the implementation of comprehensive requirements for the quality 

of application tasks is the main purpose of the management of CIS. Thus the basic 

purpose of management contains a number of partial purposes, each of which can 

be connected with a certain applied task.  

There is a great variety of relevant management information technologies 

[17 - 20].  Since CIS belong to the class of complex systems with variable parame-

ters, the principle of adaptive control must be applied to them. Given the increased 

security requirements, this management must be risk-adaptive, ie combine the 

properties of adaptation to changes in the tasks and structure of the system and be 

resilient to possible risks.  

ICN management is usually related to network traffic management and, 

therefore, management of structured network equipment [21].  

With the growth of information flows transmitted to the CIS and the dynam-

ic change in the structure of the ICN, due to the introduction of mobile compo-

nents of the communication system or the loss of network elements, one of the 

most important characteristics is the efficiency of information exchange [22]. It is 
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due to the fast and reliable exchange of data between the components of such a 

system that the efficiency of information exchange will be ensured.  

Further development of critical ICN should take place on the basis of exist-

ing scientific and practical developments in the field of telecommunications, taking 

into account the state and prospects of development of critical ICS of the leading 

countries of the world.  

The basis of modern CIS infocommunication networks are multiservice net-

works [23]. As shown by studies of processes in various data transmission systems 

based on multiservice networks [24 - 26], the physical failure of communication 

channels leads to a decrease in overall bandwidth. In these conditions, promising 

areas for improvement of CIS development and implementation of information 

technologies for efficient operation of data transmission systems that would ensure 

the transfer of information between subsystems and functional modules and parts 

of the system with the required quality [27]. 

Thus, the main tasks for the development of ICN in CIS are [28]: 

- ensuring the readiness of the ICN, which will be ahead of the readiness of 

the CIS control subsystem; 

- the use of new ways of organizing management and telecommunications, 

which ensure high efficiency of the CIS, taking into account its territorial distribu-

tion. 

At the same time, special attention is paid to increasing the bandwidth of ex-

isting channels and communication lines, upgrading and finding new technical so-

lutions that will improve management characteristics. 

A feature of the introduction of the latest data transmission standards is the 

use of 100 Base-t unified Ethernet interface for internal connections [29, 30]. After 

connecting to the internal switch, data from the central computer system, operator 

workstations, means of transmitting digitized voice information, and other sources 

of digital information with the specified interface can be transmitted to the public 

network.  
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Each user who is connected to the network gets the opportunity to automati-

cally enter the organized network of information exchange, becoming part of it, 

and transmit the necessary data to any subscriber in this network. Communication 

equipment automatically generates a single address space. Communication be-

tween subscribers occurs both with the use of wired connections and with the use 

of a radio channel as a backup. This ensures a prompt response to any changes, 

such as failure of certain facilities or deterioration of the interference situation in 

the communication area. 

An important condition for the effective functioning of ICN in CIS is the 

maximum consistency in solving network-level tasks - routing, traffic intensity 

management, etc. Today, the variety of routing and access models used compli-

cates the coordination of network processes and obtaining agreed solutions to net-

work-level tasks.  

In modern critical networks, which are multiservice, there is a rather acute 

problem of providing guarantees and quality control of QoS (Quality of Service) at 

the same time on several speed and probability-time indicators [31]. However, to-

day, when solving route problems, it is quite difficult to present an adequate math-

ematical model of the processes of network dynamics, providing multi-service and 

guaranteed communication quality. [24, 27, 28, 32]. 

The solution of the task of routing and subscriber access can be achieved on-

ly if the whole representations of the network, which will formalize the manage-

ment processes of both, network resources and network access. [33].  

Data flow traffic has a structure that does not allow the use of existing 

methods based on Poisson models and Erlang's formulas [34 - 37]. Peculiarities of 

traffic are manifested in its specific profile, which determines the fluctuation na-

ture of the respective processes: in the implementation there are always a number 

of fairly strong emissions against a relatively low average level, ie the coefficient 

of deviation of peak values of information flow intensity increases. 

This property significantly degrades the characteristics (increases packet 

loss, hour delays) when passing traffic, even in cases where the average traffic in-
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tensity is much lower than the potentially achievable transmission rate in this 

channel, which is unacceptable for ICN CIS. 

This structure has the traffic in information and telecommunication net-

works when working with common protocols Ethernet, LAN, WAN, TCP when 

transmitting compressed video, WWW-traffic and others. Similar effects have also 

been identified in packet-switched cellular telephone networks and wireless com-

munication channels. [38, 39]. 

Identify the main factors that determine the use and development of infor-

mation technology aimed at ensuring the efficient operation of the entire system 

[21, 40]: 

1. External factors that determine the nature of the data flows of ICN CIS 

are the variety of system applications used, large amounts of data re-data; increas-

ing the intensity of information flows in critical areas of the network [41]. 

2. The main factors that affect the change in the transmission time of the da-

ta packet are [21, 42 - 44]: 

- intensity of information flows; 

- packet switching time, which depends on the network device; 

- data channel bandwidth; 

- the amount of packet data; 

- the duration of the queue of data packets to the data channel; 

- the load factor of the channel with service information. 

3. Factors characteristic of the application of adaptive control of data flows 

are the fluctuation nature of information transfer processes [45], the presence of 

long-term dependences of statistical characteristics of information processes [46], 

increasing the coefficient of deviation of peak values of information flow intensity. 

[27, 47] 

4. Traditional methods of redistribution of network resources involve 

smoothing the traffic profile of information flows. For example, using the method 

of statistical multiplexing [48] or the method of smoothing the intensity of the in-

formation flow [42]. 
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Existing congestion management methods used in emerging critical areas al-

so do not take into account the possibility of changing traffic properties, so the 

management process is not always adequate to the traffic profile. When there are 

peak values of data intensity, it is difficult to use existing methods to take into ac-

count their short duration and the time of occurrence of peak values. 

Features of modern infocommunication systems are their territorial distribu-

tion, heterogeneity and multiservice (Fig. 1.1). Often the main advantages of con-

trol systems - versatility and versatility become their main disadvantages in CIS.  

 

Features of modern ICN:
 - general growth of circulating 

information;
 - the need to reduce the time of 

introduction of new promising 
technologies for data processing and 

transmission;
 - the need to implement and 

implement new approaches to the 
concept of adaptive data flow 

management;
 - providing individual users with a 
wider range of information services

Directions for improving ICN
 - expanding the functionality of 

information communications;

 - improving the network architecture 

to implement the principles of 

distributed data processing and its 

coordination with the overall 

management structure of the SKI;

 - standardization and unification of 

equipment, information and software;

 - significant expansion of the range 

of information services.

Specific tasks of ICN in CIS
 - need to determine the criteria for 

the quality of the network;

 - formation of partial management 

goals and their coordination;

 - need to align management 

objectives with the capabilities of 

network and software;

 - need to take into account the 

dynamics of network development 

processes;

 - need to take into account the 

diversity of requests from different 

user groups;

 - need for effective use of hardware 

and software of the network;

 - need to take into account the 

interaction with the external 

environment.
 

 

Fig.1.1. Features and areas of improvement of ICN 

 

1.2 Methods of analysis and management of infocommunication net-

works 

 

1.2.1 General approaches to optimizing infocommunication network 

resources 

 

Critical infrastructure systems are characterized by high intensity of infor-

mation flows, and the requirements for efficiency of management, timely adoption 

and delivery to the executors of decisions and tasks are constantly increasing.  

Such systems, as a rule, are multiservice, that is, they operate with heterogeneous 
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information (data, files, audiovisual information). This causes a significant non-

stationary data flows in the network, the intensity of which in certain periods of 

time can significantly exceed the average values. At the same time, at designing of 

ICN CIS very high requirements both on productivity of a network and on reliabil-

ity of service of subscribers are shown. 

Compliance with these requirements is inextricably linked with the need to 

summarize the accumulated world experience in the field of infocommunication 

and depends on the degree of implementation of advanced information technolo-

gies related to data transmission and processing. 

New technologies, such as NGN and MPLS, make it possible to create effi-

cient, reliable and secure networks of any size. However, in reality it is difficult to 

provide the required reaction time for the following reasons [49]: 

- high intensity and diversity of data flows, 

- the need to search for data in repositories and databases of large dimen-

sions, 

- complex interaction of distributed applications, 

- limited speed of communication lines, 

- slowing down the speed of interaction in the gateways, which coordinate 

the heterogeneous components of different subnets of ICN. 

The solution of these tasks is impossible without the creation and implemen-

tation of technologies and solutions that allow to maintain at a given level the net-

work resources needed to ensure the functioning of the CIS [50]. It should be 

borne in mind that modern multiservice networks use sophisticated multifunctional 

communication equipment, which provides support for special mechanisms of 

quality control and management and implementation of information security poli-

cy. 

Often the main advantages of modern control systems - versatility and versa-

tility – are in the CIS and their main disadvantages. This is due to the need to take 

into account the specifics of the system, which requires appropriate network set-
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tings and methods of managing its operation. Therefore, the classical methods of 

ICN design, taking into account the average performance, cannot ensure the effi-

cient use of network resources [51]. 

Data flow management is designed to limit the load of network resources 

and match the speed of information transmission by the source with the speed of 

reception by the recipient [52].  

Data flow management methods in modern ICN are used in the framework 

of network management concepts such as Traffic Engineering (TE), Active Net-

work (AW), Network Engineering (NE) and implement approaches to remove the 

limitations of existing protocol solutions for network resource management  

[53 - 55]. So in TI and AW the main attention is paid to application of network 

control methods in combination with methods of mathematical and dynamic pro-

gramming, in NE for flows with a high degree of aggregation apply the device of 

differential integral equations. [56, 57]. 

These methods allow ensuring balance in the load of ICN, increasing its 

productivity, but do not taking into account the probabilistic-temporal characteris-

tics of integrated data flows and requiring the use of more informative models.  

Table 1.1 summarizes the main technologies and concepts of network man-

agement, indicates their advantages and disadvantages. 

Existing information technologies, on which the methods of traffic distribu-

tion management in ICN are based, are not able to meet the requirements for in-

formation exchange efficiency in the conditions of growing volumes of circulating 

information, as well as with the dynamic change of the structure of the data trans-

mission system.  

The results of the analysis of the current state of telecommunication technol-

ogies and the main protocol solutions showed the rapid dynamics of ICN develop-

ment in the direction of creating high-speed multiservice networks. Despite the ad-

vanced development of technologies at the physical and channel levels, it is possi-
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ble to fully realize the potential of ICN only through effective management of 

available network resources in the face of growing requirements for the efficiency 

of information exchange. 

 

Table1.1 – Basic technologies and concepts of network management 

Network tech-

nologies and 

management 

concepts 

 

Features 

 

Advantages 

 

Disadvantages 

Multiservice 

Communication 

Networks (NGN) 

The information in 

the network is di-

vided into two com-

ponents: signal in-

formation that pro-

vides switching of 

subscribers and pro-

vision of services;  

and user data con-

taining the payload 

Effectively supports 

the full range of ex-

isting applications 

and services, provid-

ing the necessary 

scalability and flexi-

bility, allowing you 

to respond to new 

requirements for 

functionality and 

bandwidth 

The complexity of the 

compatibility of inter-

faces and signaling 

protocols of existing 

terminal equipment, 

the complexity of the 

actual provision of the 

required response 

time due to the prop-

erties of the CIS 

Multi-protocol 

label switching 

(MPLS) 

Allows to encapsu-

late various data 

transmission proto-

cols and independ-

ent of protocols of 

data transmission 

mechanisms, allow 

modification or re-

placement of control 

algorithms 

Improving network 

reliability and per-

formance (independ-

ence from channel-

level technologies, 

no need to support 

multiple second-level 

networks) 

The problem of loss 

of control over data 

flows passing through 

the MPLS network by 

conventional IP ap-

plications 

Traffic Engineer-

ing (TE), Active 

Network (АN), 

Network Engi-

neering (NЕ) 

Application of net-

work control meth-

ods in combination 

with methods of 

mathematical and 

dynamic program-

ming, for flows with 

a high degree of ag-

gregation 

Provide balance in 

ICN loading, in-

crease its overall 

productivity (imple-

ment approaches to 

eliminate the limita-

tions of existing pro-

tocol solutions for 

network resource 

management) 

They do not take into 

account the probabil-

istic-temporal charac-

teristics of integrated 

data flows and require 

the use of more in-

formative models 
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1.2.2 Methods for analyzing data flows and redistributing 

infocommunication network traffic 

 

When upgrading ICNs of complex automated control systems (which in-

clude CIS), as a rule, special attention is paid to increasing the bandwidth of chan-

nels and communication lines and finding new technical solutions that will im-

prove the performance of management processes [15]. 

However, a characteristic feature of many multiservice ICNs is the specific 

fluctuation profile of data flow traffic, namely, the presence of a number of fairly 

strong emissions against the background of a relatively low average level. For this 

reason, despite the advanced development of technologies at the physical and 

channel level, to fully realize the potential of ICN is possible only through effec-

tive adaptive management of available network resources in the face of growing 

requirements for the efficiency of information exchange. 

Currently, much attention is paid to research and development of methods 

for building information and telecommunications networks and distributed infor-

mation systems [58, 59]. Data flows in modern ICNs are characterized by hetero-

geneity and significant variation of parameters, due to their multiservice nature, the 

presence of data of various formats obtained from different sources. [59]. 

In the presence of strict requirements for the reliability and capacity of a 

specialized ICN, one of the stages of its design should be the analysis of data flows 

and determine their parameters. For this purpose statistical analysis, mathematical 

modeling, static and dynamic analysis of data sources and flows are used [60, 61]. 

However, the study of the technical structure of the network and the defini-

tion of parameters of data flows without taking into account the tasks and applica-

tions that operate in network nodes does not allow to obtain effective solutions due 

to fluctuations and non-stationary data flows. Modeling of data flows should be 

based on the study of the information structure of the network [62]. This makes it 

possible to effectively use the resources of the network, ensuring compliance with 

the requirements for reliability and efficiency of information processing [63]. One 
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of the most promising areas of development of methods for building ICN is the use 

of methods of adaptive control [64]. 

The application of adaptive network resource management requires research, 

analysis and modeling of data flows that occur during the operation and interaction 

of application applications in network nodes. At present, this problem is insuffi-

ciently formalized and requires the development of complex mathematical models 

that reflect the information and technical structure of the network and the data 

flows available in the ICN. 

Traffic allocation management involves the use of both standard and user-

developed traffic management system (TE) methods and algorithms related to the 

optimization of network performance, which include technology and scientific 

principles for measuring, modeling, describing and managing traffic for obtaining 

the necessary performance characteristics [65]. Traffic management includes a set 

of interconnected network elements, a network status monitoring system, and a set 

of configuration management tools in response to the current state of the network, 

and allows preventive, using traffic forecasting and trends, to take action, prevent-

ing undesirable future conditions. Traffic management is focused on minimizing 

packet losses and delays, optimizing bandwidth and agreeing on the best possible 

level of services [66].  

Bandwidth is a critical resource of modern ICNs. Therefore, the main func-

tion of traffic management is effective bandwidth management due to the optimal 

distribution of traffic at switching nodes.  Currently, ICN uses various methods of 

traffic management.  Most of them involve the possibility of external parameteriza-

tion, ie the transfer of traffic parameters directly to the control algorithms used. 

Some of the methods, such as the multi-protocol label packet switching (MPLS) 

method, which allows encapsulation of various data transmission protocols and is 

independent of any protocols of data transmission mechanisms, allow modification 

or replacement of control algorithms included in the control technology imple-

mented [67].  

In modern ICN, the user can modify the software to control the data transfer 
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intensity (DTI) at two levels of data flow control: 

- at the level of access control when receiving a request for data transmis-

sion by the network; 

- at the level of regulation of network resources allocated on demand, when 

it passes through the network.  

The lower level of control involves the use of control algorithms, which will 

transmit estimates of the parameters of the DTI, obtained using methods that take 

into account the characteristics of these flows. To obtain estimates of DTI parame-

ters at this level, you can use already known methods, such as: 

- a method for estimating the size of the filtering buffers of communication 

equipment, which increases the bandwidth of virtual channels by reducing the de-

lay caused by acknowledgments of packets waiting in the queues of communica-

tion equipment by selecting the optimal size of filter buffers for integrated data 

flows served by virtual canal scrap [68]; 

- the method of synthesis of a stable price function of traffic distribution 

density, which is created by an integrated data flow, which allows to obtain in the 

case of fractal nature of traffic estimates of control parameters are more adequate 

to real than in similar methods; 

- methods of managing the redistribution of bandwidth of the virtual con-

nection, taking into account the priorities and competition between integrated data 

flows with dynamic bandwidth redundancy [69].  

Consistent application of the above and similar methods allows obtaining es-

timates of control parameters adequate to the parameters of the DTI, and transfer-

ring them to traffic control algorithms that are part of the system regulators of pri-

ority and bandwidth, which will perform parametric optimization of DTI control at 

the level of resources in network nodes.  

The analyzed methods of traffic distribution are summarized in table 1.2. 
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Table1.2 – Basic methods of redistribution of network resources 

Methods Features Advantages of 

application 

Disadvantages 

Statistical mul-

tiplexing meth-

od 

Implement tech-

nology and scien-

tific principles of 

measurement, 

modeling, descrip-

tion and traffic 

management to ob-

tain the necessary 

characteristics 

Smoothes the 

traffic profile of 

information 

flows 

Do not take into account 

the properties of traffic, 

when there are peak 

values of data intensity, 

it is impossible to take 

into account their short 

duration and time of oc-

currence 

Method of 

smoothing the 

intensity of in-

formation flow 

The method of 

estimating the 

size of the fil-

tering buffers 

of communica-

tion equipment, 

Implements the se-

lection of the opti-

mal size of filter 

buffers for inte-

grated data flows 

served by a virtual 

channel 

Allows you to 

increase the 

bandwidth of 

virtual channels 

Not used for traffic 

management at the up-

per management level 

(to control access when 

receiving a data request) 

Method of syn-

thesis of stable 

estimation of 

traffic distribu-

tion density 

function 

Analyzes the inte-

grated data flow of 

a fractal nature 

Allows you to 

obtain adequate 

estimates of 

control parame-

ters 

Methods for 

managing the 

redistribution 

of virtual con-

nection band-

width 

Used for dynamic 

bandwidth redun-

dancy 

Takes into ac-

count the pri-

orities of com-

petition be-

tween integrat-

ed data flows 
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1.2.3 Methods of risk analysis, improving the reliability and survivability of 

information systems 

 

Critical infrastructure systems belong to the class of complex geographically 

distributed systems. The organization of work with information resources (IR) in 

distributed systems involves solving a set of problems to ensure convenient and 

fast access to information.  

In addition, information should be protected on all transmission paths and in 

all types of processing. This leads to the need to solve additional problems related 

to: 

- protection of communication channels; 

- authorization of remote users and programs; 

- protection of remote system nodes; 

- protection of the entire distributed system.  

It is the requirements for the system and complexity of risk protection that 

cause the biggest problems today, and the successful creation of information secu-

rity systems lags behind the development of information transmission and pro-

cessing technologies [70]. 

ICN protection issues are regulated by the standards of the Information 

Technical Laboratory (ITL) at the National Institute of Standards and Technology 

(NIST) [71]. There is a catalog of security measures for public information systems 

(including CIS) and defines the process for selecting security measures to protect 

the operation of IP from a variety of threats, including hostile cyber-attacks, natu-

ral disasters, structural failures and human error. Security measures are adapted 

and implemented as part of the overall for CIS process that manages information 

risks. Ensuring measures are defined by a diverse set of safety requirements for 

CIS derived from legislation, government regulations, directives, regulations, 

standards and business needs. 
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Specialized sets of risk mitigation measures are needed, adapted to certain 

types of functional activities, technologies or higher operating environments. The 

catalog of measures defines security both from the point of view of functionality (it 

is provided by stability of functions and mechanisms of safety) and from the point 

of view of trust (measures of confidence in the realized opportunities without secu-

rity). 

The use of risk management tools and technologies that are available to or-

ganizations is important in the development, implementation and maintenance of 

protection measures and countermeasures with the necessary and sufficient resili-

ence of mechanisms to counter current threats. The application of effective risk-

based processes, procedures and technologies will help ensure that the CIS has the 

necessary resilience to maintain its functioning, critical infrastructure applications 

and continuity of management. 

The security of infocommunication systems is affected by a wide range of 

threats: from viral infection to regulatory conflicts. This raises risks that may have 

a negative impact on the performance of ICN. 

The problems of vulnerability analysis and risk assessment of ICN, infor-

mation security and protection are considered in the literature [72].  The classifica-

tion of network attacks, threats to information security and identified ways to de-

tect them [73].  The issues of decision-making on information security manage-

ment of networks are considered [74, 75].  However, most scientific developments 

in the field of information risk (IR) assessment did not systematically take into ac-

count its causes, factors and interactions with other types of ICN risks, did not 

classify the causes and risk factors at the stages of synthesis and analysis of ICN, 

and  when planning network traffic. 

Different stages of the ICN life cycle differ in their requirements for the ac-

curacy of the results and the computational complexity of the methods for evaluat-

ing the properties of networks [76 - 79]. So at the stages of network design there 

are no restrictions on the efficiency of assessment, but it requires maximum accu-

racy of the results, which cannot be said about the stage of operation. 
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In the event of malfunctions of ICN elements, it is necessary to carry out a 

reasonable reconfiguration of the network in the shortest possible time in order to 

ensure a given level of its efficiency and survivability. For this purpose, it is suffi-

cient to estimate the viability of possible configurations of ICN structure configu-

rations with their subsequent ranking according to the criterion of the maximum of 

the corresponding indicators. 

When using the information system (in particular, ICN) in CIS high re-

quirements on reliability and survivability of functioning in the conditions of influ-

ence of various destabilizing factors are shown to them. 

Methodological approaches to the evaluation of these properties of the in-

formation system assume the presence of three stages [80]: 

1) decomposition of a complex system into parts and elements and transfor-

mation of the structure; 

2) assessment of the reliability of the object and the survivability of the ele-

ments of the system (information transmission lines and information-switching 

nodes). 

3) assessment of structural reliability and survivability of the system as a 

whole. 

There are many methodological approaches to assessing the reliability and 

survivability of the information system (rules for decomposition of networks, 

mathematical methods and models for assessing these properties, as well as their 

corresponding indicators), which differ in their characteristics [81]: 

- computational complexity; 

- time spent; 

- accuracy and physical content of the received estimates.  

This raises the problem of choosing effective methods for assessing the reli-

ability and survivability of networks. 

Analysis of publications [82 - 84] on the evaluation of these properties al-

lows us to draw the following conclusions: 

- There are many special and universal methods for assessing the reliability 
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and survivability of the information system, the choice of which is difficult for SKI 

due to the lack of relevant international or national standards (recommendations) 

and guidelines; 

- Attempts are made to compare different methods, models, indicators of 

evaluation of these properties in order to select the optimal for the evaluation of a 

particular structure of the information system. 

We will classify and analyze the features of methods for assessing the relia-

bility and survivability of the information system. 

Mathematical models and methods for assessing the reliability and surviva-

bility of the information system are complete and mathematical complexity of tak-

ing into account many factors, conditions, assumptions and limitations, as well as 

indicators and accuracy of quantitative assessment of these properties. 

The whole set of methods for assessing the reliability and survivability of 

the information system can be divided into two subsets: 

1) methods that evaluate the properties of the system by decomposing it into 

bipolar networks; 

2) methods that evaluate the whole system. 

The methods are divided into two independent subsets: exact and approxi-

mate estimation methods. 

To choose taking into account the use of certain methods of reliability and 

survivability of the information system, it is necessary to enter the criteria corre-

sponding to their features (properties) [77 - 79]: 

- used source data; 

- accepted assumptions and restrictions; 

- final evaluation indicators; 

- the relative efficiency of the assessment (the value inverse to the cost of 

computing resources).  

Thus, to assess the reliability and survivability of the IS, the following clas-

ses of methods are used (Table 1.3): 
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1) accurate analytical methods for assessing any IS structures; 

2) accurate analytical assessment methods for certain IS structures; 

3) accurate analytical assessment methods for any IS structures; 

4) approximate analytical methods of minimax estimates of structural relia-

bility; 

5) accurate analytical assessment methods for certain IS structures; 

6) accurate analytical methods for assessing hierarchical IS.  
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2 ADAPTIVE TRAFFIC DISTRIBUTION MANAGEMENT IN INFO-

COMMUNICATION NETWORKS 

 

 

2.1 General principles of traffic distribution management in the 

infocommunication network 

 

The infocommunication network in CIS has a hierarchical structure, both at 

the information and technical levels. Therefore, methods of traffic distribution 

management must take into account the peculiarities of hierarchical systems man-

agement.  

Let's formulate the following principles of traffic distribution management 

[21]: 

- the principle of decomposition, which provides for the division of the 

network into a number of subnets; 

- the principle of coordination of subnet management, when the tasks of 

traffic distribution management for each subnet are made taking into account the 

state of other subnets; 

- the principle of coordination of the goals of subnet management, in which 

partial (local) goals of traffic distribution management in individual subnets must 

ensure the achievement of the global goal of traffic distribution management 

throughout the network. 

Since there is a relationship between the parameters of the technical struc-

ture of ICN and the characteristics of application and system software that operate 

in network nodes, consider the interaction of hardware and software network. 

 

2.1.1 Decomposition of a management task 

 

The CIS infocommunication network usually has a large dimension, so the 

direct solution of the general management problem for a complete network re-
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quires special approaches [85]. Let's make decomposition of a management prob-

lem, having resulted the decision of the general problem to the decision of set of 

partial tasks. 

To decompose the control task, we will pre-decompose the infocommunica-

tion network into many subnets. The rules of network decomposition must ensure 

the fulfillment of the following conditions: 

1) the network is divided into subnets in such a way that each subnet is man-

aged independently, and the quality of the subnet is determined by the functional 

from the parameters of only this subnet; 

2) data flows between subnets should not depend on the management of each 

subnet. 

Note that these conditions can be met if the de-composition of the network is 

carried out at the level of basic parameters, based on the properties of the network 

state space. Then, each basic variant of a network specifies a set of subnets and 

their structure.  In this case, the data flows between subnets may not depend on 

how each subnet is managed. Features of the management of each subnet, in which 

data flows between subnets remain unchanged, reflects the following statement. 

Statement 1. If each subnet management allows system applications to be 

redistributed only between nodes in this subnet and does not allow nodes and sys-

tem applications to be redistributed between subnets, then the values of data flow 

rates between subnets do not change. 

Evidence. For proof, note that an ICN with dedicated subnets can be consid-

ered as a network with a complex structure (the number of subnets is equal to K1). 

The total intensity of data flows between subnets i and j can be calculated using the 

formula 

 

( ) ( )1
T

ijа= =1 1 1 1А С С А С ,                             (2.1) 

 

in which the elements of the matrix rkа=А  ( 1, , 1,r t k t= = , t – the number of 

involved nodes) – the intensity of data flows between nodes r and k, the value of 
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which depends on the distribution of system applications by nodes and the intensi-

ty of the flow of requests for system applications. To calculate the intensity of data 

flows between subnets, a matrix of partitioning nodes on subnets is used  

 

1 1nic=C  ( 11, , 1,n k i t= = ).    (2.2) 

 

This matrix remains unchanged under the conditions of the statement. 

In the case where the system application is moved from one node of the sub-

net to another node of the same subnet, the intensities of data flow between the 

nodes of the ICN. However, the total flow intensities between this application and 

others installed on nodes outside this subnet remain unchanged. Therefore, moving 

a system application within a subnet does not change the intensity of the total data 

flows between that subnet and other subnets. If under this control the partition does 

not change, i.e. the matrix 1C  remains constant, and the values rkа  also do not 

change, then the matrix ( )1 1А С  also does not change, which was necessary to 

prove. 

The parameters of flows between subnets in management are determined by 

the tasks to be solved on the network and the distribution of system applications 

and databases between nodes in each subnet. Therefore, if the management within 

the subnet redistributes system applications and databases between subnet nodes, it 

will not cause changes in flows between subnets, although it may cause redistribu-

tion of flows within the subnet. Then the conditions of the statement are fulfilled. 

Therefore, control within the subnet can redistribute system applications and 

databases, redistribute data flows between nodes within the subnet. 

The obtained result allows us to consider the task of managing the distribu-

tion of ICN traffic as a two-stage task [86]: 
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- at the first stage (network configuration stage) the configuration task is 

solved, where the composition of subnets and distribution of applications and 

nodes on subnets is formed; 

- at the second stage the tasks of operative management of subnets are 

solved, thus each subnet is managed independently. 

To set management tasks, we note that, after solving the configuration prob-

lem, subnets are selected, each of which is managed autonomously, it is necessary 

to select a set of control parameters for each subnet [24]. We denote such a set as 

UNi, where i is the subnet of the subnet. General management tasks in this case are 

formulated as follows.  

1. The task of setting up the network. 

Given: 

- a set of tasks to be solved online (number of tasks - l); 

- a set of basic network parameters BSN;   

- a set of basic network management parameters – UN0  (parameters k1, k2, 

C1, С2 are part of many basic network management parameters); 

- a set of indicators for the quality of network settings – iQT , 1,i =  ; 

- a set of network setup quality metrics for each task – ikQT , 1,i =  ,

1,k l= ; 

- - set of weight coefficients {b0k} for partial tasks; 

- - set of weight coefficients {a0ik} for quality indicators you are solving 

partial problems. 

Find: 

 ( ) ( )
0

*
0 0 0

1 1

opt .
l

k ik ik ik
k i

GT b a q QT


= =

 
=  

 
 
 

UN

UN ,    (2.3) 

 

with the specified system of restrictions on the value of basic network parameters  

 

0SN = 01 02SN SN      (2.4) 
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and characteristics of the network established for the task number k − kS ( 1, )k l= : 

 

 0101 02 02; ; , 1, ,kkk k l    =SN SN SN SN S S S   (2.5) 

 

where 01SN , 02SN  – the set of limit (allowable) values for the basic parameters of 

the network;  

, kkS S  ( 1,k l= )  –  the set of lower and upper limit values of the network 

characteristics set for the task number k.  

Yes, the following restrictions must be met: 

 

 1

1

, 1, , {1, 2}
t

jj ji
i

M c M j k 

=

  =   ,  (2.6) 

 

where , jjM M   – lower and upper limits of the number of nodes in the groups of 

the -th level; 

 

 ( ) , {1, 2}     A A C A ,  (2.7) 

 

where , A A  – matrices of lower and upper limits for values of data flow intensi-

ties between groups and within groups of the -th level; 

 

 ( ) ( ) ( )** * * * * , {2, 3}ii i i i i       A Y A Y A Y ,  (2.8) 

 

where ( ) ( )** * *, ii i i  A Y A Y  – matrices of lower and upper bounds of information 

flow intensities between network -th level switches. 

It is also possible to use as a limitation the data on the bandwidth of commu-

nication channels.  The content of these limitations is that the partitioning on the 
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subnet, which is carried out when solving the task of configuring the network, 

must take into account the restrictions on the intensity of data flows between sub-

nets and the bandwidth of communication channels between switches. [87]. 

The solution to the task of setting up the network will be a set of basic pa-

rameters that determine the division of network nodes on the subnet, which pro-

vides the optimal value of the quality of the network. The element of the set 
*
0UN  

is, for example, the matrix С1. Another result of solving the configuration task 

should be to determine the composition of subsets UN1і, where і is the subnet 

number. 

Next, the tasks of operational management of sub-networks must be solved. 

We note that operational management is carried out constantly, is carried out 

step by step, therefore we will result statement of a task for a management step. 

This is due to the fact that with constant basic parameters, control within a given 

basic subspace of states is carried out in one step. 

The general task of operational network management can be divided into a 

number of tasks of operational management of subnets. Since these tasks are 

solved autonomously, we present the problem of operational management of the 

subnet. 

2. Tasks of operational management of a subnet (for a subnet i)  

Given: 

- the set of basic network parameters - BSN, including the set of optimal 

values of the basic control parameters, – 
*
0UN ; 

- a set of parameters of operational control of the subnet – UN1і, 1,i =  ; 

- a set of quality indicators of operational management of the subnet – QT1і, 

1,i =  ; 

- a set of quality indicators of operational management of the subnet for 

each task solved in the subnet, – QT1іk, 1,i =  , 1,k l= ; 
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- a set of values of indicators of quality of the decision of partial tasks 

( )( )1jk ijk ikq QT S ; 

- the set of weight coefficients {b1ik} for partial tasks of the subnet; 

- the set of weight coefficients {а1іок} for the indicators of quality the solu-

tion of a partial task. 

Find: 

 

 ( ) ( )( )
1

* *
1 1 1 1

1 1

opt

і

l

і і k ijk jk ijk ik
k j

GT b a q QT


= =

 
 =
 
 
 

UN

UN S ,    (2.9) 

 

at the set system of restrictions on values of parameters  

 

1іSN  = 11 12і іSN SN ,     (2.10) 

 

which take into account the characteristics of the subnet іkS  for the k-th task: 

 

 
1111 12 12; ; , 1, ,

і іkі і іkі іk k l    =SN SN SN SN S S S   (2.11) 

 

where 11іSN , 12іSN , 1,i =   – the set of limit (allowable) values for subnet pa-

rameters;  

, іkіkS S , 1,k l=  –  the set of lower and upper limit values of the network 

characteristics set for the task number k on the subnet. 

In particular, the following restrictions must be met for each subnet: 

 

 ( ) ( ) ( )** * * * *
11 1 1 1 1 ,ii i i i i A Y A Y A Y  (2.12) 

 

where ( ) ( )** * *
11 1 1, ii i iA Y A Y  – matrices of upper and lower limits of information flow 

intensities between first-level switches and within groups of nodes connected to 
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first-level switches in the subnet. The meaning of this restriction is that when man-

aging the subnet must take into account the restrictions on the bandwidth of com-

munication channels within the subnet. 

The solution to the task of operational management will be the optimal set of 

parameters of operational management 
*
1іUN  at each step of management. 

The proposed approach has the following advantages: 

1. The dimensionality of the network configuration task is reduced, because 

in comparison with the general management task, the number of restrictions is re-

duced and the target function is simplified. 

2. Decomposition of the task of operational management on the task of oper-

ational management of subnets is carried out, which makes it possible to reduce the 

dimension of each task. 

3. It is possible to independently solve the problems of operational manage-

ment of subnets, using for each task its own set of quality indicators and manage-

ment parameters, as well as management algorithms. 

However, the decomposition of the management task involves the coordi-

nated management of all subnets, which requires the coordination of management 

objectives for subnets. 

 

2.1.2 Rules for coordinating subnet management 

 

Coordination of subnet management in this case should provide time-

coordinated management. The need for coordination is due to both the difference 

in the steps of subnet management by duration, and the limitation of the autonomy 

of management of each subnet, which does not always allow you to choose the be-

ginning of the control step regardless of the state of other subnets. 

There may be cases when you cannot start a new subnet management step 

due to changes in other subnets. Thus, if the basic parameters of the network 

change, it can lead to a change in the basic states for individual subnets, to change 
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the basic subspace of subnets, and, accordingly, to change the parameters and ob-

jectives of operational management of these subnets. 

Therefore, we can formulate the following rule for coordinating the man-

agement of subnets. 

Rule 1: when changing the basic states of the network, the processes of op-

erational management in subnets must be stopped until the task of configuring the 

network with the new basic parameters is solved. 

After solving the configuration task, the operational management of subnets 

can begin. 

Further, due to the impossibility to synchronize the beginnings of the steps 

of operational subnet management, there may be cases when subnet management 

causes a change in the state of other subnets, for example, a change in data flows 

coming into the subnet. At the same time, the administrators of these subnets begin 

procedures to manage their networks, which is useless and sometimes harmful, as 

it can lead to deterioration in the quality of subnets and the network as a whole. 

You need to find out the reason for the change. This especially refers to changing 

the parameters of data flows coming into the subnet. During operational manage-

ment, the parameters of data flows between sub-networks do not change, changes 

can be caused either by management in subnets, or by changing the basic parame-

ters.  In the first case, the management of the subnet must be changed, and in the 

second it is necessary to first solve the task of setting up the network, as follows 

from rule 1 of the coordination of subnet management. 

Thus, we can formulate another rule for coordinating the management of 

subnets. 

Rule 2: if the parameters of data flows between subnets have changed with-

out changing the basic parameters of the network, it is not necessary to change the 

management of subnets; it is necessary to determine the reason for changing the 

parameters of flows and eliminate it. 

The reasons may be either erroneous management, or failure of subnet 

equipment, or unauthorized change of basic network parameters. 
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2.1.3 Coordination of management objectives 

 

It was emphasized above that not always the optimal solution of individual 

problems leads to the optimal operation of the network as a whole. However, it is 

necessary to find a form of setting partial tasks so that they can be solved autono-

mously, but the results would lead to a common goal, ie to optimize the integrated 

target quality of network performance. 

If we take into account the possibility of decomposition of management 

tasks, it can be noted that the coordination of management objectives in solving the 

tasks of operational management of subnets is possible within the general func-

tional quality of management, because these tasks are independent. Naturally, it is 

necessary to solve the problem of setting up the network in advance, where it is de-

termined how the subnets are connected to each other, because during the setup 

there is a redistribution of shared resources. In this case, it is advisable to use addi-

tional criteria and restrictions that reduce the mutual influence of subnets. A possi-

ble solution is to allocate certain resources to each sub-network, so as to optimize 

the quality of the network as a whole. An acceptable solution may be to use an ad-

ditive indicator of the quality of the network, which uses weights and indicators of 

the quality of subnets 

 

 ( )* * *
1

1

i i і
i

GT e GT UN


=

=  ,    (2.13) 

 

where ie  − the weight coefficient for the quality indicator of the i-th subnet, and 

the values ( )* *
1i іGT UN  are calculated using the formula (2.9).  

It is obvious that at autonomous work of subnets the formula (2.13) gives the 

chance to calculate optimum value of an indicator of quality of work of a network 

at optimum values of indicators of quality of work of subnets. 
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The peculiarity of solving the problems of operational management of sub-

nets is the need to take into account the competition of the processes of solving ap-

plied problems for the resources shared within the subnet. Therefore, the coordina-

tion of goals in solving tasks within the subnet must be ensured by taking into ac-

count the resources allocated to each task or group of tasks. As a rule, tasks are 

grouped by the types of flows used, and management is reduced to creating the 

most favorable conditions for flows of each type. The essence of management is 

that each task is solved so as to achieve the optimum quality of its solution on the 

resources allocated to it. For example, each type of data flow may have its own 

bandwidth in the communication channel, or its own share of time when pro-

cessing on servers. 

Let's define the number of types of resources that are distributed between 

task groups – r ' .  The number of task types is denoted by l ' .  Let’s introduce a ma-

trix of resource allocation 

 

, 1, ', 1, 'ijrs i l j r= = =RS ,                           (2.14) 

 

where  0,1ijrs   – the share of the resource of type j allocated by the task of  

type i. 

Conditions must be met for the elements of the matrixRS : 

1. Each resource is fully distributed between tasks 

 

'

1

1, 1, '
l

ij
i

rs j r

=

= = ;     (2.15) 

 

2. That is, each task may or may not receive a share of each of the resources 

 

'

1

0, 1, '
r

ij
j

rs i l

=

 = .    (2.16) 
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The matrix RS  allows you to determine how resources are distributed be-

tween the tasks and the element of the set of control parameters. 

Forming a matrix RS , you can control the allocation of resources in the im-

plementation of operational management of subnets. 

In the general case, the task of operational management related to the alloca-

tion of resources can be formulated as follows.  

Given: 

- number of types of tasks – l'; 

- number of types of resources – r'; 

- the set of maximum values of resources of each type;  

- resource allocation matrix RS . 

- a set of weight coefficients  1ikb  for partial subnet tasks i; 

- a set of weight coefficients  1ijkа  for quality indicators of the solution of 

partial problems on the subnet; 

- a set of weight (cost) coefficients for the resources allocated to the task, – 

0, 1, , 1, 'imс i l m r = = . 

Find: 

 

( ) ( )( ) ( )( )
' '

*
1 1 1

1 1 1

opt
l r

і k ijk jk ijk ik km m km
RS k j m

GT RS b a q QT c rt rs


= = =

  
  = +

  
  

  S    (2.17) 

 

with a given system of restrictions: 

1) each i-th type of tasks must receive the required number of resources of 

the type j  

 

( )( ) , 1, ', 1, 'j kj kjrt rs rt j r k l = = ,      (2.18) 
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where kjrt  – the minimum allowable amount of resource type j allocated to the 

group of tasks of the type k; 

2) the total amount of resources of type j, allocated to all tasks, should not 

exceed the total number of available resources of this type  

 

( )( )
1

, 1, '
l

kj j j
k

rs rt rt j r

=

 = .          (2.19) 

 

The result of solving this problem will be the distribution of resources of the 

subnet number i between the tasks solved on this subnet. 

Note that in this case, the coordination of objectives is carried out to opti-

mize the quality of solving problems on the subnet, while the coordination uses the 

weights of each task, the quality of its solution and the resources allocated by it. 

 

2.2 Method for adaptive management of information flow distribution 

 

The main factors that affect data flows in infocommunication networks, the 

load of communication channels and network equipment are the following parame-

ters [21, 57]: 

- distribution of system applications on network nodes; 

- distribution of users on network nodes; 

- intensity of requests for application launches (tasks); 

- network structure, which sets the communication channels between the 

network equipment and the binding of workstations and servers to the network 

equipment; 

- values of bandwidths of communication channels used in the network; 

- bandwidth of network equipment; 

- distribution of bandwidth of communication channels between separate 

tasks (groups of tasks); 
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- routing of data flows in the network. 

 The models described in [88, 89] allow to calculate the parameters of data 

flows in the network with fixed primary network parameters: 

- structures; 

- network equipment; 

- distribution of applications on network nodes; 

- the intensity of the flow of requests to run tasks or system applications.  

However, in real ICN, the intensity of request flows, the composition of us-

ers and the composition of the tasks can change over time, in addition, with the de-

velopment of the network changes the composition of equipment and its parame-

ters - that is, the basic network parameters change. All this necessitates the correc-

tion or change of control parameters of the network to achieve the required effi-

ciency of its work.  Such a change in network parameters is part of the debugging 

process, which, in turn, is one of the main processes of network management. At 

the same time it is necessary to provide necessary values of indicators of quality of 

work of the network connected with the decision of applied problems. 

Since the distribution of users on the workstations of the network, as a rule, 

is determined by the structure of the organization and the territorial location of us-

ers [18], the distribution of users will be considered a given and constant parameter 

of the network. 

Thus, network management in this case is reduced to solving the following 

main tasks: 

- management of distribution and migration of system applications; 

- network structure management; 

- management of debugging of network equipment or management of data 

flows in the network; 

- management of data flow maintenance parameters; 

- routing management. 

One of the main components for solving these problems is to achieve opti-

mal bandwidth distribution. 
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When transmitting several types of data flows on one communication chan-

nel, it is necessary to allocate bandwidth. Each such flow can correspond to a cer-

tain group of tasks to be solved in the ICN environment [90]. Denote by k  the in-

tensity of the flow type ( )1,k k =  , where   is the number of flow types. 

Suppose that a flow of type k needs a bandwidth k. A condition must be 

met for a common bandwidth communication channel  

 

 

1

k
k





=

   . (2.20) 

 

That is, it is possible to service each task in accordance with its bandwidth re-

quirements. Numerical values of k are set in accordance with the requirements for 

guaranteed quality of service [17]. 

However, there is often a situation when condition (2.20) is not met, which 

may be due either to the capabilities of communication channels, or to a change in 

the requirements of the task and, as a consequence, a temporary change in any type 

of traffic, such as with the appearance of new users who perform application tasks.  

Consider this case, in which 

 

 

1

k
k





=

   . (2.21) 

 

That is, the bandwidth of the channel is not enough to meet the needs of all types 

of flows. This raises the problem of bandwidth distribution between all types of 

flows. 

We will look for a static solution to the problem when the distribution of the 

channel between the flows is rigidly established for the known characteristics of 

the flows. Assume that the channel is distributed between flows of each type. The 

value of the costs associated with the deviation of the selected flow of the k-th type 
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of bandwidth k from what it needs (k – the bandwidth that was ordered) is pro-

portional to the value of the deviation, ie 

 

( ) ( ) ( )

( ) ( )( )

( ) ( )( )

,

1

( )

k k k k k k k k k

k k k k k k

k k k k k k k k

s a

b

a b b

  =  −    −  +

+  −  −   −  =

=  −   −  −  +

                    (2.22) 

 

where 0ka   – the value of the fine for the deviation from the value of the band-

width for the current of the k-th type in the lesser direction by one conventional 

unit of measurement;  

0kb   – the amount of the additional fee for providing a flow of the k-th 

type per one conventional unit of measurement of a larger bandwidth; 

 

( )
1 (  ) 0

0,  ( ) 0 

k k
k k k

k k

if

if

  

 

 −  
  −  = 

 −  
.  (2.23) 

 

Then the total cost of maintaining the flows is equal to 
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  =   +  =
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



   (2.24) 

 

where ( ) ( )k ka a и b b= =  – vectors of cost coefficients defined in (2.23);  

( )k =   – a vector of set bandwidth values to be allocated to each flow 

type;  

( )k =   – vector of bandwidth values that are actually allocated to each 

type of flows;  
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( )kp p=  − a vector which k-th component is the probability that a flow of 

this type is transmitted by this channel; 

( )kq q=  − vector, the k-th component of which is the probability that the 

flow of this type is not transmitted by the channel, i.e. the flow does not need a 

communication channel, because there is no data of this type for transmission. 

It is assumed that each flow of the k-th type does not constantly enter the 

communication channel, but when it arrives, it has an intensity  

 

k k =  .     (2.25) 

 

The duration of the interval when the flow enters the channel, i.e. there is da-

ta for transmission, denote as k , and the duration of the interval when the flow 

does not enter the channel (no data for transmission) – k . We assume that k  

and k  are random values with distribution functions ( )
k

F t  and ( )
k

F t , accord-

ingly, and such conditions are satisfied for the first two moments of all random 

variables [91]: 

 

1

0

( )k ktdF t



  =  ;                                      (2.26) 

2
2

0

( )k kt dF t



  =  ;                                   (2.27) 

1

0

( )
k k

tdF t



  =  ;                                     (2.28) 

2
2

0

( )
k k

t dF t



  =  .                                   (2.29) 
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Thus, each thread can be represented as a recovery process.  The probability 

that at any time in the channel there is or is not a flow of type k, are calculated by 

the formulas [17]: 
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1 1

k
k

k k

p


 


=
 + 

; (2.30) 

 
1

1 1

k
k

k k

q


 


=
 + 

.  (2.31) 

 

Using these expressions, you can find the numerical value of the function (2.24) – 

the total cost of maintenance of flows.  

Then for static channel management the task of controlling the bandwidth 

distribution is set as follows: for given values of the number of data flow types, the 

maximum value of the channel bandwidth allocated for serving data flows, the vec-

tors of data flow characteristics, the required bandwidth values, and cost coeffi-

cients, find the value *  at which  

 

 ( ) ( ), , , *, , , , , , ,S a b p q min S a b p q


  =    (2.32) 

 

and the following restrictions are met: 

 

 

1

k
k





=

   ; (2.33) 

 

1

k
k





=

   . (2.34) 

 

The meaning of the restriction (2.33) is that the total value of the bandwidth 

values actually allocated to different types of channel flows should not exceed the 
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maximum value of the channel bandwidth allocated for servicing these data flows.  

The meaning of the restriction (2.34) is that it is possible to set such values of 

bandwidth, which in total will exceed the capabilities of the channel [92]. 

Solving the problem (2.32) – (2.34) allows to minimize the cost of thread 

maintenance, that is, potentially increase the real network resource. Its feature is 

the ability to take into account user activity, since this activity is determined by the 

values of component vectors p and q , and to solve it, you can use known methods 

[19, 93].  

The general scheme of the method is given at Fig. 2.1. 
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Fig. 2.1. Scheme of the method of adaptive control of the distribution of 

information flows 
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2.3 Method for allocating resources for a multi-server information 

processing node 

 

If in ICN preference is given to centralized methods of data processing and 

storage (for example, when using GRID-technology), then among the many man-

agement tasks the most priority and relevant is the task of resource allocation of a 

multi-server information processing node.  

The peculiarity of this task is a sharp increase in both the number of users of 

centralized processing tools and the intensity of the flow of requests for system ap-

plications. To meet the requirements for the quality of problem solving, it is neces-

sary to use multi-server nodes for data storage and query processing. Such nodes 

are characterized by the emergence of tasks for managing the distribution of the 

flow of requests between servers, approaches to which have been considered in 

many sources [94 - 96], but did not take into account the relationship of infor-

mation and technical structure of ICN, based on which you can obtain information 

on the bandwidth allocation of the involved communication channels. 

Therefore, the method of the optimal selected criterion for managing the re-

source allocation of a multi-server information processing node is proposed, which 

is based on a hierarchical model of the network structure and the method of band-

width allocation of the involved communication channels. [97]. 

Consider a multi-server information processing node (MIPN) as a closed 

system, the input of which receives information from the network in accordance 

with the algorithm for controlling the bandwidth of communication channels ICN, 

ie MIPN will be considered as a node consisting of N servers, each of which can 

serve all applications corresponding to the tasks solved in the network. Poisson 

streams of requests to run applications are received at the input of the MIPN, the 

intensities of the flows correspond to the intensities of the tasks used by these ap-

plications [98]. The intensities of the requests for execution of the j-th application 

j  make a vector  
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( ), 1,j j d =  = .                                        (2.35) 

 

Let us denote the probability of sending a request to run application j on the 

server n as jnp . The values of these probabilities make up the matrix jnP p= , 

and the following conditions must be met: 

1) applications of each type must be distributed between servers completely 

 

 

1

1, 1,
N

jn
n

p j d

=

= = , (2.36) 

 

2) each server may receive requests to run applications 

 

 

1

1, 1,
J

jn
j

p n

=

= =  . (2.37) 

 

The duration of application j on the n-th server (dn) is a random variable with 

a distribution function Fnj(t), which has finite first and second initial moments [17]:  

 

 1

0

( )nj njtdF t



 =  ; (2.38) 

 2
2

0

( )nj njt dF t



 =  .  (2.39) 

 

Let’s also assume that all servers operate independently of each other.  In 

this case, as a model of the studied server system can be considered a set of single-

line mass queuing systems (MQS) type М/g/1/∞ [92], ie the model of each server 

can be considered as MQS of this type, the input of which receives Poisson flow 

requests launch applications. Assume that the server corresponds to the service de-
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vice in the MQS, and the MQS number matches the server number. The intensity 

of the flow of requests to run the j-th application, coming to the input of the n-th 

MQS is calculated by the formula: 

 

 , 1, , 1,jn j jnp j d n =  = =  . (2.40) 

 

This flow is also Poisson, as it comes from the flow of requests to run the j-

th application using the screening procedure [99]. 

Analyzing the work of one MQS, for simplicity, we assume that all requests 

on each server form one queue and are served in the order of receipt in the queue.  

Then the total flow of requests to the n-th server has intensity: 

 

 

1 1

, 1,
d d

n jn j jn
j j

p n

= =

 =  =  =   . (2.41) 

 

The probability that a request taken from the queue to the n-th server will be 

a request to run the j-th application is equal to  

 

, 1,
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n

q n


= = 


.    (2.42) 

 

The Laplace-Stieltjes transform of the arbitrary request processing duration 

distribution function on the n-th server is calculated as: 
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where  
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0

( ) ( )st
nj njs e dF t


− =   (2.45) 

 

With this transformation you can determine ( )nF t  – the distribution function of the 

corresponding random variable. 

The average queue time for any request on the n-th server can be calculated 

by the formula [17]: 
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where  

 

 1

0

( )n ntdF t



 =   ; (2.47) 

 2
2

0

( )n nt dF t



 =   . (2.48) 

 

When allocating requests, conditions must be met to prevent server over-

load: 

 

 1 1, 1,n n n   =  . (2.49) 

 

The probability of server downtime is calculated by the following formula: 

 

 0 11 , 1,n n np n= −   =  , (2.50) 
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Thus, the formulas for calculating the characteristics of the robot of one 

server are obtained. 

However, all servers share request flows with each other, so it is necessary 

to explore their collaboration to service requests. To do this, we introduce the qual-

ity management functionality of the resource allocation of the node: 

 

 ( ) ( )0

1

, , n n n n
n

N P p


=

  =   +  , (2.51) 

 

where the coefficients n nand   are fines per unit of queue time in the queue to 

the n-th server and the unit of downtime of the n-th server, respectively. 

The functionality allows you to calculate the amount of costs associated with 

the downtime of requests in the queue for processing, as well as the costs incurred 

in case of server downtime. 

The task of optimal management of resource allocation of a multi-server 

node is formulated as follows: for a given number of tasks to be solved on the net-

work, applications to perform tasks, the number of servers, many parameters of 

applications and tasks, matrices of intensity of requests for tasks, the set of cost 

factors associated with server downtime and waiting for requests in queues per unit 

time, and the allowable values of the intensity of the flow of requests coming to the 

servers, determine probability matrix and direct requests to run application servers 

j such that the functional value (2.51) was minimal, ie, 
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with such restrictions: 
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 1 1, 1,n n n   =  , (2.55) 

 
* * , 1, , 1,jn jn jnp p p j d n= = =  , (2.56) 

 

where 
*
jnp  – element a priori of a given Boolean matrix, in which single elements 

define those request flows that can be served only by specific servers. 

Problem (2.52) – (2.56) is a problem of mathematical programming, which 

allows to minimize the cost of maintenance of flows, to solve it you can use known 

methods [93]. 

A generalized scheme of the method of resource allocation of a multi-server 

information processing node is shown in Fig. 2.2. 

 

2.4 Integrated quality criteria for network traffic management  

 

Since the applied tasks of ICN are quite diverse: from the transfer of differ-

ent types of data to the collection and processing of information, for each task it is 

necessary to identify indicators of the quality of its solution [100]. 

Define a unified set of quality indicators for solving applied problems, tak-

ing into account the specifics of each task: 

 

 1 2, ,...R R R = ,                                      (2.57) 

 

where χ – the total number of indicators of the quality of solving applied problems 

in the network.  
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Note that each i-th quality indicator has a specific physical meaning, such as 

time to solve the problem, loading communication channels with the data of this 

problem, and so on. 

The use of a common scale of quality indicators allows not only to signifi-

cantly simplify the mathematical description of network management processes, 

but also to use common agreed criteria in assessing the performance of the network 

and its elements in solving various applications. 
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Fig. 2.2. Scheme of the method of resource allocation of a multi-server in-

formation processing node 

 

For the k-th task, the set of solution quality indicators is determined by a bit 

string 
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1 2( , ,... ),k k k kq q q q=                                    (2.58) 

 

 . .

 
1

1,

0,

if  і th quality  indicator  is used for  k th task

if  і th quality  indicator  isn't used for  k th task
kq

− −

− −


= 


. 

If the i-th quality indicator is used to assess the quality of the solution of the 

k-th task, then we denote it as ( )ik kR  , where k  is the set of parameters of the k-

th problem, at this  

 

( )ik k ik iR q R = ,     (2.59) 

 

a set of quality indicators for the k-th task is formed in such a way: 

 

( )1 1 2 2( ) , ,...k k k k kq R q R q R   = ,   (2.60) 

 

moreover, for a set of indicators of the quality of solving individual tasks, the fol-

lowing condition is met:  

 

1

( )
l

k k

k=

  =  .  (2.61) 

 

The use of a single system of indicators to assess the quality of application 

problems allows you to define a system of partial objectives of network manage-

ment, as a set of such functions: 

 

* ( ( )) , 1, , 1,ik kG opt R i k l


 
=  =  = 
 

,                      (2.62) 

or 
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* ( ( )) , 1, , 1,ik kG optF R i k l


 
=  =  = 
 

.                     (2.63) 

 

where k  – many control parameters of the network, and the parameters of each 

task can be either basic parameters or control parameters.  

The main feature of solving a set of tasks on the network is that the process-

es that programmatically implement tasks or applications, as a rule, compete for 

network resources and simultaneously achieve optimal results for each indicator of 

the task and for each task is not always possible. For example, metrics that are re-

lated to queue delays in queues and metrics that are related to equipment loading 

are conflicting. 

In addition, the optimization of the quality of the solution of each individual 

task cannot always ensure the optimal operation of the network and the critical in-

frastructure system as a whole. In this regard, to manage the network you need to 

solve the following tasks: 

- to determine the quality indicators of the network as a whole - integrated 

(complex) quality indicators; 

- to ensure the coordination of partial goals and, accordingly, indicators of 

the quality of solving individual tasks. 

In order to obtain integrated indicators of the quality of problem solving, we 

introduce the set of weights of indicators Ak = {aik} for each problem, and the set of 

weights of problems B = {bk}. Then, taken into account (2.57) and (2.58): 

 

1 1 1 1
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G G b G b a q R
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 
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 
 

    ,               (2.64) 

 

where G – integrated overall indicator of the quality of problem solving;  

Gk – the value of the integrated quality indicator for solving the k-th task. 
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Using formulas (2.62) – (2.64) we derive a generalized formula for calculat-

ing the integrated (target) quality indicator of the network to solve a given set of 

problems: 

 

*

1 1 1

( ) ( ) ( )
l l

k k k ik ik ik k
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G opt b G opt b a q R


 = = =

   
  =  =       

    
   ,  (2.65) 

 

where ( )kG   – the value of integrated indicators of network quality in solving 

each problem separately. 

Similarly, you can determine the target quality of the solution of each prob-

lem: 
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 
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It should be noted that equality is not always fair: 

 

* *

1

( ) ( )
l

k k
k

G b G

=

 =  .                (2.67) 

 

This means that the optimum of the integrated network performance target is 

not always equal to the sum of the weighted optimum of the integrated solution 

quality indicators for each of the tasks on the network. This may be due to the fact 

that the optimal value of control parameters for one task will not be optimal for an-

other task, because the tasks may compete for network resources.  In this regard, it 

is necessary to agree on partial goals, which will allow to obtain acceptable solu-

tions. 
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2.5 The stages of the method for controlling the distribution of traffic 

 

The generalized method of traffic distribution management provides a se-

quence of actions that must be performed in the preparation and solution of man-

agement tasks.  The method includes the following steps: 

- preparation for solving management tasks; 

- solution of the network configuration problem; 

- solving operational management tasks; 

- correction of tasks of adjustment and operational management. 

Consider these steps in detail. 

1. The preparation stage is necessary for the development of basic ap-

proaches and requirements for traffic distribution management, on the basis of 

which management quality criteria are developed, specific goals and objectives of 

management are formulated. 

The method involves compliance with all restrictions, conditions and rules 

defined above. At the stage of preparation for the solution of management tasks it 

is necessary to perform the following steps: 

- determining the composition of network users; 

- determination of the composition and parameters of the applied problems; 

- determining the composition of applications that are installed on the net-

work and you-could to the equipment for the implementation of applications. If 

necessary, the number of copies for some applications is determined. These copies 

will be considered as separate applications with their own numbers; 

- formation of the information structure of the network; 

- analysis of the information structure of the network; 

- determination of indicators and quality criteria for solving applied prob-

lems; 

- determining the composition of network parameters that will be used to 

assess the state of the network, network management and determine the space of 

network states;  determining the composition of the basic parameters of the net-



 

63 

work;  determining the specific composition of the set of primary and secondary 

network parameters; 

- determining the composition of network management parameters; 

- determination of limit values of network parameters. Here the maximum 

allowable values of network parameters are determined, the value of which is re-

lated to the capabilities of network equipment and communication channels, serv-

ers and workstations, as well as software. 

After carrying out the listed preparatory works it is possible to pass to the 

decision of problems of management of distribution of traffic. 

2. At the stage of solving the network setup task, the following steps are per-

formed: 

1) Determination of specific indicators of network setup quality. 

2) Formation and calculation of data flow parameters of the hierarchical in-

formation structure of the network. The solution of the problem of forming the in-

formation structure can be considered as a partial solution of the setting problem. 

As a result, the parameters of the information structure and data flows for the in-

formation structure with these parameters are determined. 

3) Determining the composition of network equipment. Based on the analy-

sis of applications to equipment parameters, analysis of information flows con-

ducted for the information structure of network traffic distribution management, 

the potential number of technical nodes of the network and preliminary data on the 

technical structure of the network (a priori distribution of users and nodes on sub-

nets), the composition is determined equipment and its parameters - switches, 

servers, client workstations, types of communication channels used. 

4) Formation of the technical structure of the network. As a result of this 

step, a set of values of the basic parameters of the network is formed, the structure 

of the basic network is also formed, and in addition, the sub-networks and their 

composition are allocated. Note that it is possible to repeatedly solve the tasks in 

this step, if you change the distribution of system applications on the nodes of the 
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information structure. At the end of the step, a set of network parameter values is 

determined. 

At the end of this stage of configuration we have a variant of the network 

structure, a set of parameters of operational management of subnets, which are 

used in the next stage. 

3. The stage of solving operational management tasks involves the follow-

ing steps: 

1) determination of performance indicators of subnets. In this step, a set of 

performance indicators for each subnet is formed; 

2) setting partial tasks of operational management for sub-networks.  Here 

can be used or the general task of operational management, or the task of opera-

tional management of subnets, or partial tasks of operational management; 

3) solving operational control problems using mathematical programming 

methods. 

4. The stage of correction of tasks of adjustment and operative management 

arises in case of change of basic parameters of a network that can interfere with re-

setting of a network and development of new approaches to the decision of tasks of 

operative management.  It includes the following steps: 

- correction of the composition of network parameters; 

- correction of the composition of the basic parameters and control parame-

ters; 

- correction of requirements for the quality of solving applied problems. 

After solving these problems, the transition to the stages of management de-

scribed above. 
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3 RISK ASSESSMENT OF THE INFOCOMMUNICATION NETWORK OF 

THE CRITICAL INFRASTRUCTURE SYSTEM 

 

 

3.1 Managing infocommunication network risks to improve the security 

of critical infrastructure systems 

 

Security of information resources and information environment is tradition-

ally considered as [109]: 

- a set of tools and technologies that protect the components of the infor-

mation environment; 

- risk minimization for components and resources of the information envi-

ronment; 

- a set of procedural, logical and physical measures aimed at counteracting 

threats to the information resource and components of the information environ-

ment. 

The safety requirements for the operation of the CIS must be formally de-

fined. Fulfillment of these requirements guarantees that in the event of anticipated 

problem situations from undesirable influences of various natures, including fail-

ures of ICN components, CIS will be able to perform its intended function in full.  

The main sources of threats to the functioning of critical infrastructure sys-

tems are industrial accidents, terrorist and criminal activities, cyber-attacks, natural 

disasters, etc. [215]. 

Another source of threats and associated risks are external information sys-

tem services – these are computing and information technology services imple-

mented outside the traditional limits of security authorization. External information 

system services include, for example, the use of service-oriented architectures 

(SOA), services based on cloud computing (infrastructure, platform, software), or 

the use of data centers. 
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The security of distributed systems can be compromised due to the negative 

impact of both human and technical factors, so there may be unforeseen problem 

situations that require an adequate response of the system.  Mechanisms and means 

to increase the survivability of systems are used to predict, establish, avoid, and 

overcome such situations. 

Survival as a property of the system characterizes its ability to choose the 

optimal mode of operation due to its own internal resources, restructuring, changes 

in functions and behavior of individual subsystems due to changes in external con-

ditions and in accordance with the purpose of its operation [111]. 

Security requirements are determined based on the scope of the CIS, laws, 

government regulations, directives, regulations, instructions, standards, regulations 

to ensure the confidentiality, integrity and availability of information processed, 

stored or transmitted by information systems. Security measures are security 

measures proposed for information systems that are designed to protect the confi-

dentiality, integrity and availability of information that is processed, stored and 

transmitted in these systems and meet a number of specific security requirements.  

The selection and implementation of risk management measures for CIS are 

important tasks that can have a significant impact on the functionality and viability 

of CIS. It is necessary to determine what risk management is needed to meet safety 

requirements and accordingly counteract the risk that exists when using ICN. The 

choice of these measures is important for an effective risk management process 

that has identification, continuous monitoring and risk counteraction [112].  

Risk management includes: 

- analysis of threats and vulnerabilities; 

- parrying (reducing) the risk provided by existing or planned security 

measures.  

Consider the main steps of information risk management (Fig. 3.1): 

1) categorization of the information system according to the level of risk is 

based on the assessment of possible negative impact; 
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2) selection of a basic set of measures to parry risks, based on the results of 

categorization; 

3) implementation and documentation of risk counteraction measures;  

Step 1

 CATEGORIZATION

 of information systems

Step 2

 CHOICE

 of risk parry measures

Step 3

 REALIZATION

 of risk parry measures

Step 4

 EVALUATION

 of risk parry 

measures

Step 5

 AUTHORIZATION

 of information systems

Step 6

 MONITORING

 of risk parry measures

Safety life cycle 

(risk management)

Architecture description:

 - functioning processes,

 - risk management 

standards,

 - segments and 

architectural solutions,

 - the boundaries of the 

information system

Initial provisions for CIS

 - laws, directives, policies, 

regulations,

 - strategic goals and 

objectives,

 - safety requirements,

 - priorities and resource 

provision

 

 

Fig. 3.1. Scheme of a step-by-step method of information system risk 

management 

 

4) an assessment of the set of measures to determine whether the measures 

have been implemented correctly, whether they are working as intended and 

whether they produce the desired result in terms of compliance with safety re-

quirements; 

5) authorizing the operation of the information system, based on determining 

the risk to the activity and deciding that this risk is acceptable; 

6) continuous monitoring of security measures in the information system and 

operating environment to determine the effectiveness of measures to parry risks, 

changes in the system and compliance.    
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3.2 System model of information risk based on cognitive maps 

 

Let's define the basic categories of system model of risk for revealing of in-

terrelations between their elements (Fig. 3.2). 

 

Sources of 

threats

 (external, 

internal)

Causes of risk 

(factors, 

threats)

Partial risks

Vulnerabiliti

es 

(consequen

ces)

 

 

Fig. 3.2. The main categories of the system risk model 

 

The risk analysis and assessment procedure involves the following steps 

[113]: 

- analysis of risk factors (potential sources of threats); 

- formation of the list of key risks of ICN which can essentially influence 

its functioning; 

- analysis of the consequences of risky events; 

- analysis of causal relationships between the elements of the categories of 

the systemic risk model; 

- assessment of the probability and cost of ICN risk. 

To analyze the risk factors, it is necessary to classify the types of ICN risks. 

Due to the causes of ICN risks can be divided into two main categories: 

- objective risks arising from failures of equipment and information trans-

mission channels; 

- subjective risks caused by the loss of information and its improper use.  

PCM risks can also be classified according to the factors of their occurrence 

into internal and external. Here you can take into account the period of the life cy-

cle (LC) of ICN. Risks arise both at a design stage (or modernization), and at an 

operation stage (at performance of processes of data transfer and their control). 
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Taking into account the factors of their occurrence, the group of internal 

risks includes: 

- risks associated with the provision of services (including the provision of 

peak loads) - arise during operation; 

- risks of fraud, which may be the result of illegal connection, traffic theft, 

etc.; these risks arise during operation. 

External risks (due to the influence of the external environment) include: 

- part of the risks of development and implementation of new services, 

which are related to the development of networks and construction of communica-

tion facilities; they may be the result of delays by contractors, lack of funds, etc.; 

these risks arise at the stage of modernization, 

- risks due to imperfect legislation - may arise at any stage of the LC. 

Taking into account the categories of factors (technical, process, human and 

external), we present a list of possible risks of ICN, indicating the reasons for their 

occurrence (Table 3.1). 

 

Table 3.1 – Categories of factors and causes of ICN risks 

Categories of factors Causes of risks Partial risks 

Internal risks 

Technical  

factors 

P11 - lack of capacity 

P12 - lack of performance 

P13 - improper maintenance 

P14 - aging of equipment 

R1 - risk of equip-

ment failure 

P21 - incompatibility 

P22 - Improper configuration management 

P23 - Improper change management 

P24 - Incorrect security settings 

P25 - dangerous programming practices 

P26 - Improper testing 

R2 - risk of software 

failure 

P31 - design problems 

P32 - specification problems 

P33 - integration problems 

P34 - system complexity 

R3 - risk of error in 

network design 
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Continuation of Table 3.1. 

 
Process factors P41 - improper technological process 

P42 - Improper process documentation 

P43 - Misunderstanding of roles and responsibili-

ties 

P44 - incorrect information flows 

P45 - improper escalation of problems 

P46 - Inefficient task transfer 

R4 - risk of error in 

network processes 

(design and execu-

tion) 

Process factors P51 - Lack of condition monitoring 

P52 - no metrics 

P53 - no periodic analysis 

P54 - improper ownership of the process 

R5 - risk of process 

control error 

P61 - staffing problems 

P62 - funding problems 

P63 - deficiencies in learning and development 

P64 - procurement problems 

R 6- risk of error in 

process support 

Human factor P71 - accidental error 

P72 - ignorance 

P73 - failure to follow instructions 

R7 - risk of uninten-

tional action 

P81 - fraud 

P82 - sabotage 

P83 - theft 

P84 - vandalism 

R8 - risk of intention-

al action 

P91 - lack of skills 

P92 - lack of knowledge 

P93 - no instructions 

P94 - unavailability of people 

R9 - risk of inactivity 

External risks 

External factors P101 - weather phenomena 

P102 - fire 

P103 - flood 

P104 - earthquake 

P105 - riot 

P106 - quarantine 

R10 - risk of catastro-

phe 

P111 - non-compliance 

P112 - changes in legislation 

P113 - litigation 

R11 - legal risk 

P121 - problems with suppliers 

P122 - unfavorable market conditions 

P123 - unfavorable economic conditions 

R12 - business risk 

P131 - problems with the supply of materials 

P132 - dependence on emergency services 

P133 - problems with power supply 

P134 - transport problems 

R13 - risk of poor 

quality services 
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Technical factors cause risks associated with incorrect or unexpected opera-

tion of ICN process equipment. 

Process factors determine the class of risks associated with the problems of 

internal processes, as a result of which they do not work as expected. 

The human factor causes risks associated with problems caused by the ac-

tions (or inaction) of people in certain situations. This class covers the actions of 

both insiders and external network users. External factors are the causes of risks 

associated with external, uncontrolled events.  In most cases, such events cannot be 

predicted and planned [114]. 

Risks cause consequences that negatively affect the following main charac-

teristics of ICN operation:  

1. Network performance, which is associated with the concepts of reliability 

and survivability. The differences between these concepts are due to the causes and 

risk factors. The reliability of the communication network reflects the influence of 

mainly internal factors - accidental failures of technical means due to aging pro-

cesses, defects in manufacturing technology or errors of service personnel. The 

survivability (stability) of the communication network is characterized by its abil-

ity to maintain full or partial performance under the influence of causes hidden 

outside the network (natural or intentional) and lead to destruction or significant 

damage to some of its elements.  

2. Network performance (or bandwidth) is associated with the parameters of 

the quality of operation, as the implementation of the planned load must be carried 

out with the specified quality parameters.  

3. Information security in the process of storage and transmission of data is 

associated with violations of confidentiality and integrity of information. Attacks 

at the confidentiality and integrity of information can be carried out by enemies, 

competitors.  In addition, security suffers from failures of equipment and software 

systems under the influence of electronic signals. 

4. The parameter of economic efficiency refers to the characteristics of ICN 

both at the stage of its creation and at the stages of operation and modernization. It 

is related to legal and business risk issues. 
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Risks have a negative impact on the basic properties of information and the 

functioning of ICN [115]. 

Thus, violations of the processes of information collection, processing, fail-

ures in data transmission technology, lead to information leakage, unauthorized 

copying and distortion (forgery). The system may be blocked and information 

transmission may be delayed. Risks caused by hardware and software failures and 

electronic interference are associated with viruses and "bookmarks" -devices for 

intercepting information. Viruses not only promote, but also limit the speed of their 

transmission, as well as can block the network. As a result of accidents, natural 

disasters there may be direct destruction, breakdown of technical communication 

systems, and theft of information media. 

Figure 3.2 shows a structural system model of ICN risks, which shows the 

relationship between the elements of the main aspects of risk. 

With the help of this model it is possible to determine the full set of cause-

and-effect relationships from the causes of risks to their consequences and the im-

pact on the main characteristics of ICN. 

Risk assessment is performed in stages. At the first stage, a structural dia-

gram is constructed, partial risks caused by their factors and possible consequences 

of risks are determined. 

The relationship between these components is displayed in the form of a 

cause-and-effect diagram [116]. Since the number of relationships between risk 

factors and risk events is large, for clarity of further analysis, the relationship be-

tween the factors associated with their manifestations of risk and consequences 

will be presented in the form of tables (Tables 3.2 and 3.3). 

 

3.3 Method for quantitative assessment of information risk of ICN 

 

To quantify the impact of IR on the functioning of ICN, it is proposed to use 

a method based on the theory of causal analysis [117]. 
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Reasons
 (categories of factors) Partial risks

Effects

 (ITS parameters)

Technical factors

lack of capacity

 lack of productivity

 improper maintenance

 aging equipment

 incompatibility

 improper configuration management

 improper change management

 incorrect security settings

 dangerous programming practices

 improper testing

 design problems

 specification problems

 integration problems

 system complexity

Process factors

improper TP

 improper documentation

 incorrect information flows

 improper escalation of problems

 inefficient transfer of tasks

 lack of condition monitoring

 lack of metrics

 lack of periodic analysis

 improper ownership of the process

 funding problems

Human factor
random error

 ignorance

 non-compliance with 

instructions

 fraud

 sabotage

 theft

 vandalism

 lack of skills

 lack of knowledge

 lack of instructions

 unavailability of people

External factors
weather phenomena

 fire

 flooding

 earthquake

 unrest

 quarantine

 inadequacy

 changes in legislation

 litigation

 problems with suppliers

 unfavorable market conditions

 unfavorable economic conditions

 problems with the supply of 

materials

 dependence on emergency 

services

 power supply problems

 transport problems

risk of equipment 

failure

risk of software 

failure

risk of error in 

network design

risk of error in 

network processes

risk of process 

control errors

risk of error in 

process support

risk of unintentional 

actions

risk of intentional 

actions

risk of inaction

risk of catastrophe

legal risk

business risk

risk of poor quality 

services

Reliability

Vitality

Productivity

Security

Efficiency

Network loss

 (partial)

 - virus infection,

 - network blocking

Loss of network ability 

to work (full)

- speed reduction,

 - information 

transmission delay,

 - network blocking

- breach of confidentiality,

 - information leakage,

 data theft,

 - unauthorized copying,

 - distortion

- reduction of business 

activity,

 - lack of funding,

 - lack of resources

 

Fig. 3.2. Systemic risk model of ICN 
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Table 3.2 – Coefficients of influence of factors on partial risks of ICN 

(fragment) 

Fac-

tors 

Partial risks 

R1  R2  R3  R4  R5  R6  R7  R8  R9  R10  R1

1  

R12  R13  

P11  b11,1 b11,2 - - - - - - - - - - - 

P12  b12,1 b12,2

1 

b12,

3 

- - - - - - - - - - 

P13  b13,1 b13,2 - b13,

4 

- b13,6 b13,7 b13,8 b13,9 - - - - 

P14  b14,1 - - - - - - - - - - - - 

P21  - b21,2 - b21,

4 

- - - - - - - - - 

P22   - b22,2 - b22,

4 

- - - - - - - - - 

P23  - b23,2 - b23,

4 

- - - - - - - - - 

P24  - b24,2 - b24,

4 

- - - - - - - - - 

P25  - b25,2 - b25,

4 

- - - - - - - - - 

…… 

Р131  - - - - - b131,

6 

b131,

7  

b131,

8  

b131,9  - - b131,1

2 

b131,1

3  Р132  - - - - - - b132,

7 

b132,

8  

b132,9  - -  b132,1

3  Р133  b133,

9 

- - - - b133,

6 

b133,

7  

b133,

8  

b133,9  b133,

9 

- b133,1

2 

b133,1

3  Р134  - - - - b134,

7 

- b134,

7  

b134,

8  

b134,,

9  

- -  b134,1

3  
     

Table 3.3 – Coefficients of impact of risks on the consequences 

Partial 

  risks 
consequences 

Reliability Survivability Productivity Safety Efficiency 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 

R1  - с12 с13 с14 с15 с16 - - - - - - - 

R2  с21 с22 - с24 с25 с26 - - - - - - - 

R3  - с32 - с34 с35 с36 - - - - - - - 

R4  - с42 - с44 с45 с46 - - - - - - - 

R5  - с52 - - - - - - - с510 - - - 

R6  - - - с44 с45 с46 - - - с410 - - - 

R7  - с72 - с74 с75 с76 с77 с78 с79 с710 - - - 

R8  - с82 с83 с84 с85 с86 с87 с88 с89 с810 - - - 

R9  - - - с94 с95 с96 - - - - - - - 

R10  - с102 с103 - - - - - - - - - - 

R11  - - - - - - - - - - с1111 - - 

R12  - - - - - - - - - - - с1212 - 

R13  - - - - - - - - - -   с1313 
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The risk model in the form of a causal network can be based on the construc-

tion and analysis of probabilistic or fuzzy cognitive maps [118, 119]. The cognitive 

map is defined as a tuple of sets: 

 

K = ({P, R, S}, F, {B, C}),       (3.1) 

 

where {P, R, S} – set of elements, in this case consists of three subsets (factors, 

risks, consequences);  

F – set of connections between the elements; 

{B, C} – set of weights of these connections. 

The cognitive map is transformed into a sign-oriented graph, at the vertices 

of which are the key elements of the modeling object, interconnected by arcs that 

reflect the causal relationships between them. These relationships characterize the 

degree (strength) of the elements on each other and are set using coefficients 

(which determine the probability of risk as a result of this factor, or the conse-

quences of risk) or linguistic terms (which determine the degree of influence)  

 

B = {bj,i , 1,j m= , 1,i n= },        
(3.2)

 

C = {ck,j , 1,k h= 1,j m= }. 

 

The values of bj,i   and ck,j  can be determined by objective (based on statisti-

cal data) or subjective method (by expert assessments) based on past experience. 

The coefficient of influence of the factor on the occurrence of risk bj,i    is de-

termined based on the frequency of occurrence of this type of risk, based on statis-

tical information or based on forecasting estimates. Recently, the reliability and se-

curity of the network are declining as a result of the following events (which relate 

to the risks of software failure and intentional actions): selection of keys / pass-

words (password attacks) – 13.9% of the total; IP address replacement (IP spoof-
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ing) – 12.4%; denial of service (DoS-attacks) – 16.3%; traffic analysis (packet 

spoofing) – 11.2%;  scanning (network error) – 15.9%; substitution of data trans-

mitted over the network (data manipulation and software) – 15.6%; other methods 

(viruses and programs "Trojan horse") – 14.7% [96]. 

It is necessary to take into account the fact that not all ICN risks can be fully 

realized or implemented in this network at all; the same type of threat can cause 

significant or insignificant damage. Therefore, in order to make a decision on ICN 

risk management, it is necessary to determine the degree of influence that partial 

risk has on the performance characteristics of the network. [120]. 

The level of risk exposure ck,j can also be determined by experts on the fol-

lowing scale: 

- 0 - the risk does not actually affect this characteristic of the network; 

- 0.25 - the risk has little effect; 

- 0.5 - the risk has a medium degree of impact; 

- 0.75 - the risk is significantly affected; 

- 1.0 - the risk has a direct impact. 

Knowledge of the structure of the causal system can be used to convert the 

statistical description of inputs into a description of outputs. To do this, we form a 

recursive system of equations, isomorphic to the structural diagram, the coeffi-

cients of which act as coefficients of influence [121]. You can draw a parallel be-

tween the structural factors of influence and the possibility of manifestation of spe-

cific events (factors, risks, consequences). 

According to the theory of causal analysis, the following rules are followed 

when compiling equations. 

1. The value of the variable, which is determined by one input, is equal to the 

value of the input multiplied by the structural factor. 

 

X          a       Y       means      Y = aX.   (3.3) 
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2. The value of a variable, which is determined by several input values, is 

equal to the sum of the input values multiplied by their structural coefficient. The 

order of summation does not matter. 

 

                              X 

                                      a 

                                              Z            Z = aX + Cy              (3.4) 

                                  c 

                              Y 

 

3. Ways that deviate from a variable when writing equations for this variable 

are not taken into account, but each incoming arrow indicates an element that must 

be taken into account. 

Structural equations describe direct connections. In order to take into account 

indirect connections, reduction rules are used: if one variable defines the second 

variable and the other defines the third, then the value of the third variable can be 

expressed as the value of the first variable multiplied by the product of structural 

coefficients along the chain. The same principle applies when the circuit has more 

than two links. 

 

a                        c 

X                  Y                     Z                   (3.5) 

means Z = acX. 

 

The generalized structure of the causal diagram of the factors, manifestations 

and consequences of ICN risks is shown in Figure 3.3. 
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Risk 

manifestations

 

Risk 

consequences

Risk 

factors

…... …...

…...…...

j_ib k_jc

Sh

Sk

S1
R1

R2

Rj

Rm

P11

P21

Pji

Pmn

 

 

Fig. 3.3. Block scheme of the causal diagram 

 

At the diagram 

, ,, 0 1j i j ib b   – the coefficient of influence of the i-th factor on the occur-

rence of the j-th manifestation of risk;  

, ,, 0 1k j k jc c   – the coefficient of influence of the j-th manifestation of 

risk on the k-th consequence. 

Then the assessment of the possibility of the k-th consequence is carried out 

by the formula: 

 

, ,

1 1

( ) =
m n

k j i k j

j i

P S b c
= =

 .     (3.6) 

 

For example, according to the setting of the system representation of risk, 

the possibility of the event "distortion of information" is determined according to 

the causal diagram (Fig. 3.5) and is calculated by the formula: 
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P13

P51

P54

P61

P64

P71

P72

P73

P81

P84

P131

P132

P133

P134

R5

R6

R7

R8

S10

 

Fig. 3.5. Example of a causal diagram for the event "information distortion" 



 

80 

10 105 5,13 5,1 5,2 5,3 5,4

106 6,13 6,1 6,2 6,3 6,4 13,1 13,2

13,3 13,4 107 7,13 7,1 7,2 7,3

108 8,13 8,1 8,2 8,3 8,4

( ) ( )

(

) ( )

( ).

P S c b b b b b

c b b b b b b b

b b c b b b b

c b b b b b

= + + + + +

+ + + + + + + +

+ + + + + + +

+ + + + +

    (3.7) 

 

Thus, knowing the degree of influence (in the form of coefficients of influ-

ence) of risk factors, risk events and consequences, as well as causal relationships 

between them, you can identify possible failures and losses in the operation of 

ICN. 

The degree of possible negative impact on the functioning of the Gkj network 

is determined by the k-th consequence, which is caused by the j-th partial risk and 

is calculated based on the ratio [122]: 

 

Gkj = P(Sk )H(Rj → Sk)fk ,     (3.8) 

 

where P(Sk ) – probability of the k-th consequence;  

H(Rj → Sk) – the effect of the risk effect Rj on the characteristic Sj is given, 

fi – an indicator that reflects the value of the k-th characteristic. 

 

3.4 Probabilistic models for assessing the risks associated with random 

online processes 

 

In ICN using the IR protocol, there may be risks due to difficulties in traffic 

transmission. There may be risks of long delays in data transmission, reduced per-

formance, which leads to reduced network performance. In addition, there is a pos-

sible risk of losing data packets. 

The behavior of packets in the network, namely, such inherent parameters as 

the time interval between packets, the packet length of packets, etc., are adequately 

described by exponential distributions, such as Poisson distributions. This assump-

tion is true for small networks and allows the use of classical methods of queuing 
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theory to calculate delays, average queue lengths and other network parameters. 

But with the growth of network size, increasing the diversity of network applica-

tions, the emergence of new protocols for data transmission in traffic behavior be-

gan to appear properties and features inherent in non-stationary and ergodic pro-

cesses.  

Therefore, to assess the above risks of data transmission of practical interest 

are methods of modeling random processes (RP), based on the one-dimensional 

distribution density f (x, t) and the correlation function R(S, t). In the general case, 

when the distribution density is not Gaussian, the application of the method of non-

linear transformation causes difficulties due to the difficulty of determining the 

correlation function of the original normal random process. Other known methods 

(method of non-canonical representation and randomization) do not allow to obtain 

the implementation of RP ergodic relative to the given distribution density and cor-

relation function. [123].  

For modeling of random processes in ICN the combinatorial approach to 

modeling with the necessary density of distribution and correlation function is of-

fered that allows to synthesize RP by one realization, or set of implementations. 

[124].  

Let's consider the features and characteristics of strongly stationary and 

strongly ergodic random processes. Denote 
( )

, 1, , 1,
k

ix k i=  =  -a set of discrete 

implementations of some VP, where 
( )k
ix  is the i-th count in the k-th implementa-

tion, that is   

 

( ) ( )( )
k k

ix x i t=  ,                                             (3.9) 

 

where t  – parameter sampling step.  
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Let   is some probabilistic characteristic of RP (for example, it is a proba-

bility of risk of data loss). Since ( )k
ix  there are two indexes (implementation num-

ber and time), you can write the following estimates for  :  

 

( ) ( )

1

( ) ( )

1

( , ) ( )

1 1

1
;

1
;

1
;

t

t

k

k

t k

t k

l l
l k

t i
k l

n n
n r

k i
i n

l l n n
l n k

ср i
k l i n

g x
l

g x
n

g x
ln







+

= +

+

= +

+ +

= + = +

 =
 

 =
 

 =
 





 

                                (3.10) 

 

where g[·] – data conversion operator.  

We assume that 
( ) ( ) ( , )

, ,
l n l n

t k ср     converge to some , ,t k ср    for l → ∞ і n 

→ ∞ .  

The process is stationary relative to  , if  t =  const ; the RP is ergodic rela-

tive to  , if  k =  const. Obviously, if RP is stationary, then t ср = ; if RP is er-

godic, then k ср = ; if RP is stationary and ergodic, then t k ср  = = .  

The process is strongly stationary relative to   if kn  

 

( )

,

n
k k k n  = + ,     (3.11) 

 

where ,k n  is a random value with 

 

, 0k nM   =    і   2
, ,k n k nD    =    .  (3.12) 

 

The process is strongly ergodic relative to  , if for any lt   
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( )

,

l
t t t l  = + ,     (3.13) 

 

where ,t l  is a random value with 

 

, 0t lM   =    і   2
, ,t l t lD    =    .   (3.14) 

 

It can be shown that the following statements occur: 

1) the consequence of strong stationarity is stationarity; 

2) the consequence of strong ergodicity is ergodicity; 

3) if the random process is stationary and strongly ergodic, then it is strongly 

stationary; 

4) if the process is strongly stationary and ergodic, then it is also strongly er-

godic.  

Formally, we can distinguish seven classes of RP in terms of characteristics 

 :  

- stationary ergodic (SE); 

- stationary non-ergodic (S-NE); 

- non-stationary ergodic (NS-E); 

- non-stationary non-ergodic (NS-NE); 

- strongly stationary strongly ergodic (SS-SE); 

- strongly stationary non-ergodic (SS-NE); 

- non-stationary strongly ergodic (NS-SE).  

We will model a random process by synthesizing its characteristics on the 

basis of a single implementation. Let the process x(t), {0 ≤ t ≤ T} be given by the 

distribution density f(x) and the correlation function R(τ) and the chosen sampling 

step  

 

T
t

m
 = .         (3.15) 
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The method of modeling the implementation of a random process (x1,...,xm) 

is to perform m steps sequentially. In the first step, a random number with a distri-

bution density f(x) is taken as x1. In step n ( 1,n m= ), the count is selected from the 

set  

 

 , 1,i i l = = ,     (3.16) 

 

containing at n = 2l independent random numbers with a distribution density f(x), 

so as to achieve a minimum of functional  

 

   
( ) 2

( )( )

1

nu nn

k

R k R k

=

 
 = − 

 
                                 (3.17)  

 

where  
( )n

R k – evaluation of the correlation function on the sequence (x1,...,xN);  

 

  ( , )R k R k t=  ;     (3.18) 

( ) 1, _ ;

, _ ;

n if

if

n n u
u

u n u

− 
= 


    (3.19) 

 

u – the given number of samples of the correlation function on the correlation 

interval.  

After choice  

n ix =       (3.20) 

 

The element i  is extracted from    and in its place is put a new random number 

with density f(x). 

The construction process is strongly stationary and strongly ergodic in terms 

of distribution density and correlation function. Obviously, for l = 1, the imple-
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mentation of RP proceeds from a correlation function that is identically equal to 

zero. It is recommended to choose the value of l so that u < l <<m is fulfilled.  

Restrictions can be added to the task of minimizing the functional (3.16)  

 

1n nx x h− −  ,    (3.21) 

 

where h – value that limits the scatter of neighboring samples of RP, which allows 

you to get smoother implementations.   

Execution of inequality is understood in the probabilistic sense. The value of 

h can be determined experimentally.  

The simulation error is calculated by the formula  

 

( )
( )

1
0

[ ] [ ]
1

[0]

nu m

h

R h R k

R u
 =

 
− 

 
=


.          (3.22) 

 

Based on modeling of vector stationary random processes 

 

( ) ( ) ( )1 ,  ... ,   
T

kX t x t x t= ,          (3.23) 

 

given by the vector one-dimensional distribution densities  

 

( ) ( ) ( )1 ,  ... ,   
T

kf t f t f t=         (3.24) 

 

and correlation matrix ( ) , 1, , 1,ijR i k j k = = , and scalar homogeneous two-

dimensional fields  ( , ),0 ,0x s t s S t T     given by the distribution density and 

correlation function 
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R(λ, v) = M[x(s, t) x(s + λ, t + v)],    (3.25) 

 

it is possible to assess the risks arising from these accidental events. 

Consider the modeling of a random process by synthesizing its characteris-

tics based on a set of implementations. Let the process {X(t), 0 ≤ t ≤ T} be given by 

the distribution density f(x) and the correlation function R(s,t) and the selected 

sampling step 
T

t
m

 = . 

We will simulate l implementations simultaneously. Let’s denote the n-th 

countdown in the i-th implementation as 
( )i
nx . Consistently perform m steps.  

Formally, at each step n, we define the counts 
( )i
nx  in the form  

 

( ) ( )( )

1

, 1,
l

n ni
n ij j

j

x C i l
=

= = ,     (3.26) 

 

where 
( )

, 1,
n

j j l =  – sampling of independent random numbers with density            

f(x, n, Δt),  

( )n
ijC  – variables that are determined from the solution of the integer pro-

gramming problem: 

 

( )

( )( )

( ) ( )

1 1

( )

min ( , );

1; 1;

{0,1}; , 1, ,

n
ij

nn

C

l l
n n

ij ij
j i

n
ij

R R

C C

C i j l

= =



= =

 =

           (3.27) 

 

where R – given correlation function; 
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( )n
R  – estimation of the correlation function on the array  

( )
, 1, , 1,

k
ix k l i n= = . 

Depending on how the correlation function is determined - by implementa-

tion:  

 

( )( )
( ) ( ) ( )

1

1
[ ] ;

( , ) ,

n kn i i
i j j k

j

t

R k x m x m
n k

m xf x t dx m const

−

+
=



−

= − −
−

= = =





  (3.28) 

 

or behind the ensemble:  

 

( )( )( ) ( )

1

1
[ , ] ;

( , ) ,

l
i i

n k n nn k
i

i

R n k n x m x m
l

m xf x i t dx

−−
=



−

− = − −

= 





  (3.29) 

 

functional (3.26) can be written accordingly in the form 

 

( ) 2
( )( )

1 1

[ ] [ ] , ( , ) ( ),

nl u nn
i

i k

R k R k R s t R t s

= =

 
 = − = − 

 
        (3.30) 

or 

( )
( )

2
( )

1

[ , ] [ , ] ,

nu
n

k

R n k n R n k n

=

 = − − −                (3.30) 

 

where ( ) 1, _ ;

, _ ;

n if

if

n n u
u

u n u

− 
= 


                               



 

88 

u – a given number of samples of the correlation function on the correlation 

interval.  

Under the solution of task (6.3) we understand such a solution that provides 

a representation of the estimate of the correlation function in the form 

 

( )n

nR R = + ,     (3.31) 

 

where n  is a random value with   0nM  =   і   2
n nD  =   .  

Let at the first step 
(1)

1ijC = , if i = j and 
(1)

0ijC =  , if  i ≠ j.  

The random modulated process is structurally stationary and ergodic with 

respect to the distribution density, or is strongly stationary and strongly ergodic 

with respect to the correlation function if taken (3.29), or stationary and ergodic if 

taken (3.30). Thus, taking into account the form of the process that causes a partic-

ular type of risk, you can calculate the characteristics of the random process and 

assess the probability of risk. 
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4 RISK MANAGEMENT OF THE INFORMATION COMMUNICATION 

NETWORK AND IMPROVEMENT OF THE SECURITY OF CRITICAL 

INFRASTRUCTURE SYSTEMS 

 

4.1 Baseline risk-paring measures and mechanisms for improving the 

safety of CISs   

 

In preparing for the selection and identification of appropriate information 

risk matching measures for the ICN and the relevant CIS environment, the level of 

criticality and sensitivity of the information to be processed, stored or transmitted 

over the network should first be determined. 

 Risk categorization is based on the concept of identifying potential adverse 

effects for ICN. A complex indicator for determining the risk category of the in-

formation system is a tuple of values: 

 

SC = {KF, IN, AC},       (4.1) 

 

where KF – the degree of influence of the characteristic "confidentiality of infor-

mation" on the security of the system; 

IN – degree of influence of the characteristic "integrity of information"; 

AC – degree of influence of the characteristic "availability of information".  

These indicators of the degree of influence can take linguistic values from 

the plural "low", "moderate", "high". 

Table 4.1 shows the variants of the total factor space of the set of values of 

these features and the corresponding risk categories of information systems. 

A low-impact system is defined as an information system in which all three 

categories of security risk are low. Moderate impact system is an information sys-

tem in which at least one of the categories of absorption is moderate, and there is 

no category of impact greater than moderate. 
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Table 4.1 – Risk categories of the system, taking into account the options for 

the degree of influence of the main characteristics of the information 

№ KF IN AC CIS risk exposure categories 

1 «low» «low» «low» Low impact system 

2 «low» «low» «moderate» Moderate impact system 

3 «low» «moderate» «low» 

4 «low» «moderate» «moderate» 

5 «moderate» «low» «low» 

6 «moderate» «low» «moderate» 

7 «moderate» «moderate» «low» 

8 «moderate» «moderate» «moderate» 

9 «low» «low» «high» High impact system 

10 «low» «moderate» «moderate» 

11 «low» «high» «low» 

12 «low» «high» «moderate» 

13 «low» «high» «high» 

14 «moderate» «low» «high» 

15 «moderate» «moderate» «moderate» 

16 «moderate» «high» «low» 

17 «moderate» «high» «moderate» 

18 «moderate» «high» «high» 

19 «high» «low» «low» 

20 «high» «low» «moderate» 

21 «high» «low» «high» 

22 «high» «moderate» «low» 

23 «high» «moderate» «moderate» 

24 «high» «moderate» «high» 

25 «high» «high» «low» 

26 «high» «high» «moderate» 

27 «high» «high» «high» 
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High impact system is an information system in which at least one category 

of influence is high. 

When choosing the basic sets of measures to parry risks should take into ac-

count: 

- the environment in which ICN operates; 

- type of operation used by CIS; 

- functional processes in ICN; 

- types of threats aimed at CIS, its functioning processes; 

- types of information processed, stored or transmitted by ICN. 

The following features should also be considered: 

- whether there are insider threats in the CIS; 

- whether classified data are processed, stored or transmitted on the net-

work; 

- whether there are constant threats to the CIS; 

- whether the information requires specialized protection based on state leg-

islation, directives or regulations; 

- whether the CIS should interact with other systems through different secu-

rity domains.    

Once the basic set of risk response measures has been selected, an adapta-

tion process is needed to change the measures accordingly in line with the specific 

conditions of the CIS. The adaptation process includes the following stages: 

1) identification and definition of general measures for parrying risks in the 

initial set of basic measures; 

2) application of system features to other measures of the basic set; 

3) if necessary, the choice of compensatory measures; 

4) assignment of specific values of parameters of measures by explicit ap-

pointment or choice; 

5) supplementation of basic sets with additional measures and, if necessary, 

their improvement; 
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6) if necessary, provide additional specific information for the implementa-

tion of measures to counter risks.    

The process of adaptation, as an integral part of the selection and specifica-

tion of risk response measures, is part of the process of ICN risk management - 

identification, assessment and monitoring of information risk. 

Taking into account external conditions requires determining the factors of 

their influence. General factors include the following aspects:    

1. Mobility of the physical location environment. If the information system 

operates in mobile environments, the basic set of risk-matching measures should 

be adapted accordingly, taking into account differences in mobility and availability 

of specific nodes of the distributed system.  

2. Data transmission and bandwidth are important for systems that have lim-

ited or sporadic bandwidth. 

3. Functionality of systems or system components is limited. 

4. Variability of information and systems for some applications and operat-

ing environments in which the constancy of user information is limited in duration. 

Information services may also be volatile due to virtualization technologies for 

temporary installations of operating systems and applications.  

5. Open access. Security measures such as failed login attempts, remote ac-

cess, identification, and authentication may be required for system personnel who 

maintain and maintain an information system that provides open access websites 

and services. Restrictions on the use of information systems and specific infor-

mation technologies may apply in some situations. 

Examples of the use of restrictions include: 

- restriction of information that information systems can process, store and 

transmit; 

- prohibition of external access to SKI information by removing selected 

components of the information system from the networks; 
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- prohibition of moderate or high-value information in the components of 

information systems to which there is public access, if there is no obvious risk in 

authorizing such access.   

Figure 4.2 shows a diagram of the process of selecting measures to parry 

risks, which contains the stages of selection of the initial base set and its adapta-

tion.  

The functional security of ICN is assessed and ensured in the process of 

forming the network structure taking into account special tools and processes, and 

cannot be violated by external factors. 

 

Initial basic set of 

risk parrying 

measures

 before adaptation 

Initial basic set of 

risk parrying 

measures

 after adaptation 

Stages of adaptation:

 - identification of basic risk mitigation 

measures,

 - application of system features,

 - choice of compensatory measures,

 - assignment of security parameters,

 - supplementing the basic set of measures 

to counter risks,

 - submission of additional information 

for implementation

Information system risk assessment

Risk management decision making

 

Fig. 4.2. Scheme of the process of selecting information security measures 

 

Implementation of a reliable network is possible by: 

- use of high-quality software and hardware components, 

- making informed decisions to increase reliability and fault tolerance, 

- introduction of uninterruptible power supplies, 

- redundancy of critical components, 

- application of dynamic reconfiguration mechanisms, 
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- the use of special means to increase survivability.  

The security of the information resource implies the impossibility of its loss 

due to failures of the components of the information environment.  Therefore, se-

cure work with the information resource requires: 

- providing a highly reliable computer base (TCB - Trusted Computing 

Base), which should guarantee the continuity of the information environment, 

- creation of a system for counteracting and preventing threats to infor-

mation resources (IR). 

To ensure the security of IR in distributed systems, it is necessary to create 

technologies for secure work with the information resource for its entire life cycle 

based on the analysis of possible risks, features of storage, processing and trans-

mission of information.  

Information security of ICN can be ensured by the following strategies: 

- defense strategy, which aims to autonomously confront the known threats 

that are most likely for this system; 

- offensive strategy, which involves the use of active means of combating 

expected threats, using the capabilities of the information environment; 

- a proactive strategy that requires the creation of such an information envi-

ronment in which threats do not have the conditions for their manifestation. 

The technology of safe work with the information resource depends on the 

study of the information model, the definition of many threats, the quality of deci-

sions made on the hardware and software of the CIS. 

Perimeter technology involves the construction of a perimeter around the 

ICN, through which all traffic is passed only after careful inspection [125]. This 

technology requires the integration of various types of protection, combining them 

into a single structure with a multi-level organization, which provides an increase 

in the overall level of security and control over information. The necessary compo-

nents of the technology are firewall, directory service, and router, content filtering 

software (from viruses, malicious code, e-mail filters, and web-resources for man-

aging web-access channels).  
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More effective for ICN is the technology of adaptive protection systems, 

which are focused on actively confronting security threats [126, 127]. The imple-

mentation of such an approach requires risk analysis, development of security poli-

cy, use of traditional means of protection, as well as the introduction of counter-

measures to counter threats, continuous security audit and monitoring of the sys-

tem, which should allow to respond quickly to risks security. The main tools used 

in the implementation of adaptive protection systems are passive - filters, screens, 

and active – intrusion detection sensors, algorithms for recognizing abnormal be-

havior, adaptive recovery algorithms. 

Among the mechanisms to increase the survivability of the distributed sys-

tem are mechanisms [128, 129]: 

- reconstruction; 

- reorganizations; 

- reconfiguration; 

- recognition; 

- counteraction; 

- recovery; 

- adaptations.  

These mechanisms to ensure the viability of the CIS are accordingly imple-

mented by: 

- monitoring and recognition of the state of the system and environmental 

influences; 

- adaptation when changing conditions to optimize the functioning of the 

system in accordance with the specified criteria; 

- resumption of operation after failures, failures, errors; 

- redistribution of system resources to fulfill the purpose of its operation in 

the new conditions. 

Recognition mechanisms allow, on the basis of system and environment 

monitoring data, to identify potentially dangerous conditions and soon respond ad-

equately to them. 
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 Countermeasures are aimed at maintaining certain operating conditions and 

minimizing the losses that are possible due to the emergence of new operating 

conditions and unforeseen impacts. They are based on classical methods of ensur-

ing the security, reliability and fault tolerance of information systems, including 

redundancy of critical components, control of access and use of system resources, 

prevention of virus attacks, etc. 

Adaptation mechanisms make it possible to adapt to external changes in the 

environment of the system, compensating for adverse effects and allowing the sys-

tem to optimize its work in accordance with established criteria. 

Recovery mechanisms provide restoration of functionality and operability of 

components and system as a whole at undesirable influences, and also after the 

termination of influences. They must identify and locate faults, correct errors in 

programs and data, set time delays, reallocate resources between processes, replace 

and disable faulty elements, repair, log observations and actions performed, and 

actually resume or complete a sequence of operations. 

Reorganization mechanisms provide a redistribution of the functions of the 

failed system components between the operational components of the system. 

Reconfiguration mechanisms implement automatic restructuring of the 

structure of the information exchange network to achieve the greatest efficiency in 

fulfilling the purpose of operation on the available operational resources of the 

system. 

Reconstruction mechanisms reduce the purpose of the system and the re-

sources of the system to certain base levels, when the system can perform a clearly 

defined set of functions, or ensure the smooth degradation of certain parameters. 

Implementation of mechanisms to increase survivability in a distributed in-

formation system requires risk analysis, taking into account its features and objec-

tives.  

Monitoring the state of the system by recognition mechanisms and means of 

counteraction will allow to recognize and promptly respond to risks. To increase 
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the security of the information resource in distributed systems, the following func-

tions are required: 

- detection of unauthorized activities (intentional or accidental) and preven-

tion of possible consequences in real time; 

- prevention of hacker attacks on critical applications and system services; 

- performing a given sequence of appropriate actions when detecting at-

tempts to invade the system; 

- registration of system users' activity and analysis of the received data in 

order to prevent further attempts to violate the security policy according to already 

known schemes; 

- analysis of the existing system configuration in order to identify and elim-

inate vulnerabilities. 

Due to the use of reconfiguration mechanisms can be performed: 

- automatic reconfiguration of firewalls, routers, switches and other means 

to repel the attack on the ICN in real time; 

- creation of border and prevention of the further penetration of a towel into 

a network; 

- dynamic formation of a reliable configuration of security systems for dif-

ferent user groups in accordance with their powers.  

 

4.2 Reducing the risk of equipment failure based on a diagnostic model  

 

To reduce the risk of equipment failure at ICN nodes, it is proposed to use 

algorithms for determining the technical condition of objects - diagnostic algo-

rithms. These classes of algorithms are based on diagnostic models. Diagnostic 

models (DM) are models of objects and diagnostic processes, ie their formalized 

descriptions, which are the initial ones for defining and implementing diagnostic 

algorithms [130]. 
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Methods of model construction are divided into functional-logical, analyti-

cal, graph-analytical, informational and special. The tabular form of diagnostic 

models is convenient for perception [131].   

The tabular model for assessing the risk of equipment failure at ICN nodes is 

a rectangular table, in the rows of which - the corresponding valid basic checks, ie 

signs Xi in the control points of the object, and in the columns - technical states Ci 

node in the set C (Table 4.3) [132].  

 

Table 4.3 – Diagnostic model in the form of a fault matrix 

X/C C0 C1 C2 . . . Cn 

X1 0 R11 R12 . . . R1n 

X2 0 R21 R22 . . . R2n 

. . . . . . . . . . . . . . .  

Xk 0 Rk1 Rk2 . . . Rkn 

 

In the cell of the table located at the intersection of row Xi and column Ci, 

the results of the elementary check of the node in the state Cj are put down. If 

when checking the sign Xi it is in the tolerance for the node in the state Cj, the test 

result is given the value Rij = 0. If the sign Xi is not in the tolerance, then Rij = 1. 

In the column Co table 4.3 are marked all the results of checks equal to 0, because 

this column corresponds to the operational state of the network. Although the most 

common model is tabular, its use is not always convenient in the development and 

analysis of diagnostic algorithms to assess the possible risks of network equipment 

failure.  

Let's analyze the diagnostic model presented in table.  4.3, using an algebra-

ic approach. To do this, we present the diagnostic model A(X,C) in the form  

 

0 1
0 1( ) ... ...i kU U UU

i kA x C C C C=      ,                      (4.2)  
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where iU
iC  – the i-th state identification operator, performed at Ui  = 1 

 

1 ... ...i j nU X X X  = ;       (4.3) 

j jX X =  at Rij = 1  і  j jX X =  at Rij = 0. 

 

Since all conjunctions Ui have the same rank equal to n, representation (4.1) 

corresponds to a perfect disjunctive normal form of the algorithm (PDNFA). The 

peculiarity of PDNFA diagnostic models is that they are operator-unique [133]. In-

deed, all operators correspond to the identification of a certain state of the object. 

States should be visible, and this is possible only if they will meet different con-

junctions.  

If k + 1 < 2n, then on (2n – k –1) sets that are not included in the PDNFA, the 

algorithm is not defined, because in the case of proper operation of diagnostic 

tools, these sets are impossible or the identification process can be performed by a 

smaller number of inspections, and the results of other inspections are insignifi-

cant.  

Consider an example for six subnet nodes that are tested on four parameters. 

Construct an algorithmic position diagram (APD) for the fault matrix presented in 

table 4.4.   

 

Table 4.4 – Example of a diagnostic model 

X/C C0 C1 C2 C3 C4 C5 C6 

X1 0 1 0 0 1 0 1 

X2 0 0 1 0 1 1 0 

X3 0 1 0 1 0 1 0 

Xk 0 0 0 0 1 1 1 
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The algorithmic position diagram corresponding to the fault matrix is shown 

in Figure 4.3.  

 

                                                                                X3 

                                                                              X4 

C0 × C3 × 

× C6 C1 × 

× C4 × × 

                 X1   X2 

 

Fig. 4.3. Algorithmic position diagram corresponding to the fault matrix  

 

When constructing a minimum control or diagnostic test, a subset of condi-

tions (tests) with certain properties is searched for [134]. Conditions not included 

in the test are excluded from consideration, and APD for the conditions included in 

the test are formed as follows.  

Let:  

X – a set of parameters for diagnosis, xi   X, 1,i n= ;  

T1 – a set of parameters (factors) that are significant for the risk of failure, t1j 

  T1 , 1,j l= ;  

T2 – a set of parameters that are insignificant, t2j   T2, 1,j n l= − .  

Then  

 

1 1( ) ( ) ... ( ) ... ( )i i w wA X A H A H A H=     ,            (4.4) 

 

where iH – all possible options for setting insignificant parameters, 

     w = 2L. 

Analysis of the construction of the APD for different algorithms showed that 

with the help of the APD it is convenient to evaluate the effectiveness of diagnostic 
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algorithms and choose those that meet the specified requirements. For this purpose 

it is necessary to consider possible options of adjustments and to estimate quantity 

of the states of the object which are identified.  

The specificity of diagnostic algorithms is that after the identification of the 

state of the object of diagnosis, the execution of the algorithm ends. Diagnostic al-

gorithms have the form of a tree composed of conditions on the end branches of 

which are placed operators to identify the state of the object.  

The second feature of diagnostic algorithms is the absence of linear opera-

tors between conditional operators and in the scheme of the algorithm there is only 

one node that corresponds to the final vertex of the algorithm. 

Consider the properties of polynomial forms of diagnostic algorithms. To 

identify the technical condition of the object, diagnostic algorithms must have the 

properties of detection and recognition. Therefore, the structure of the diagnostic 

algorithm must have the number of output branches of the conditional part of the 

algorithm, equal to the number of states of the object.  

For each linear operator that corresponds to the identification of the state, a 

route is defined, and it is located on the output branch of the algorithm. Therefore, 

the number of routes must correspond to the number of states being identified. In 

the polynomial form of the algorithm, the coefficients at different degrees X indi-

cate the number of routes of a given length, so the number of routes should be 

equal to the number of states of the object of diagnosis. 

Analysis of polynomial forms of diagnostic algorithms shows that in the 

General case there are many variants of structures having the same sum of coeffi-

cients, for example:   

4 3 2
1

3 2
2

3
3

2 ;

2 3 ;

4 .

M X X X X

M X X

M X X

= + + +

= +

= +

            (4.5) 
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The degree of the polynomial indicates the maximum length of the route, so 

when developing a diagnostic algorithm, it is necessary to choose the structure 

with the smallest depth from a set of options. 

In order to assess the probability of the risk of equipment failure at ICN 

units, in addition to diagnostic tests, statistical data on equipment failures that have 

occurred for reasons that may be detected during diagnosis should be used. The 

magnitude of the probability of risk of equipment failure according to the diagnos-

tic model can be determined by the formula [135]: 

 

1

1

l

s t j
j

R V f
=

=  ,      (4.6) 

 

where s  – average actual failure rate of equipment for the previous period of op-

eration; 

tV  – probability (reliability) of detection of defects and damages of the 

equipment at diagnosing (it is defined as a result of application of diagnostic algo-

rithm, for example, on tab. 4.4); 

jf  – coefficients that take into account the influence of testing parameters 

(their significance) on the occurrence of equipment failures. 

As an assessment of the effectiveness of diagnosing equipment to reduce the 

risk of network failure, it is proposed to use the risk reduction factor determined by 

the expression 

 

1
lgvC

R

 
=  

 
,     (4.7) 

 

where ΔR – the magnitude of the reduction in the probability of failure after the 

application of the diagnostic test equipment. 

This ratio indicates the effectiveness of the measures taken to reduce the ob-

jective technical risk of ICN by monitoring and recognizing the state of the system. 
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4.3 Adaptive method for reducing the risk of error in the communica-

tion channels of the ICN 

 

The adaptive procedure for calculating the linear decision functions helps to 

increase the noise immunity of reception in data networks, thereby reducing the 

risk of errors in the operation of ICN. In critical systems, the data transmission 

process is often provided with the use of encryption (encryption) algorithms, so in 

such systems the information is very sensitive to noise and interference of various 

natures (both due to the characteristics of the equipment and external threats). 

[136]. 

The size of the decision uncertainty zone of the first decision scheme affects 

the noise immunity of reception in data networks. The level of the threshold of the 

erasing channel and the size of the erasure zone are clearly related to the probabili-

ties of transformation and erroneous erasure. The method of increasing the noise 

immunity of reception in conditions of uncertainty, proposed by Chase [137], of-

fers the ordering of the received symbols according to their reliability and the 

choice of up to 10 least reliable symbols for special processing. This procedure is 

called "chasing" and is used mainly for decoding in communication channels with 

a fairly low noise level. Chasing is a general method by which the characteristics 

of almost any block code decoding algorithm can be improved by additional time. 

However, this method of non-rigid decision-making does not solve the problem of 

selecting and adjusting the threshold level in the process of receiving information 

in real ICN communication channels, which are affected by strong weakly corre-

lated interference due to excessively erased symbols or replacing forbidden combi-

nations allowed in chasing. The errors of the final decoding result are due to the 

suboptimal choice of the threshold of the first decision scheme. 

Some methods of choosing the threshold level of the decision scheme are 

reduced to solving the problem of system optimization, in particular methods of 

optimizing the threshold level according to the Neumann-Pearson criteria, as well 

as the minimum and maximum [138]. However, the practical application of these 
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methods in real ICN does not allow to achieve the desired theoretically calculated 

positive effect, and the influence of non-stationary interference in communication 

channels makes it difficult to regulate the threshold level during reception. Thus, 

methods of increasing the noise immunity of reception, based on the use of the 

erasure signal, require solving the problem of optimizing the threshold level of the 

first decision scheme, ie minimizing the probabilities of transformation and erro-

neous erasure with any changes in communication channels [139]. The mathemati-

cal formulation of the problem is reduced to solving the problem of automatic clas-

sification: it is necessary to assign the vector x to one of the s classes of the set 

{wi}, and the components of the vector x are a "summary" of the observed object. 

The simplest non-trivial mathematical formulation of this problem arises in the 

case when s = 2 (due to the discreteness of the signal that takes the value "0" or 

"1") and the linear decision function  

 

( ) Tf x xw const= + ,    (4.8) 

 

refers the vector x to the class w1 for f(x)> 0 and to the class w2 for f(x) <0 with an 

admissible small number of incorrect classifications. The procedure for calculating 

linear decision functions must be adaptive (ie respond to any changes in the inter-

ference situation in communication channels, quickly converge to the local mini-

mum of error and be performed without a priori assumption about the type of sta-

tistical distribution of vectors x in each class wi [140].  

Let’s denote:  

x = (x1, ..., xd) – d-dimensional vector of signs, where– ∞ < хi < ∞;  

y = (y1, ..., yd) – additional sign vector;  

Х(n) and Y(n) – vector random variables that are functions of the step num-

ber n and are based on the learning sequence in the corresponding spaces x and y;  

w(n) - the class to which belongs Y(n);  

w = {wi} – alphabet classes (in our case w = {w1, w2});  

V(n) – vector random variable set recursively in this way:   
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( 1) ( ) ( )nV n V n Q n+ = + ,                                    (4.9)  

 

where n  – the magnitude of the n-th step,  

 

2

1

if_ ( )

if_ ( )

in_other_cases

( ) _

( ) ( ) _

0_

w n w

w n w

Y n

Q n Y n

=

=




= −



.    (4.8) 

 

Expression (4.7) is a kind of implementation of the gradient descent method 

[141], in which the minimum of the loss function J(v) is sought, ie the procedure of 

finding such a minimum is reduced to determining the recursive function V(n), 

which converges (stochastically) to zero of the loss function gradient J(v). Such a 

recursive function can be obtained by stochastic approximation methods:  

 

( )( ) | .TJ v E v Q V v= − =                                    (4.10)  

 

We obtain for (4.9) another expression that leads directly to the adaptive 

procedure:  

 

( ) ( ) ( / )i i if x p w p x w= ,       (4.11) 

 

where ( )ip w  – a priori probability that w = wi, 

( / )ip x w  – conditional distribution density X = x at w = wi.  

Let ϑi there is a solution area corresponding to the class wi, then (4.10) can 

be written as  

 

 1 2( ) ( ) ( )J v w M v M v= + ,                               (4.12) 

 

where w  is the length of the vector w;  
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1 1 2 1 2( ) ( , ) | , ,
Tv y

M v P w w y E V v w w y
w

 
 

= =  = =  
 
 

,     (4.13) 

2 2 1 2 1( ) ( , ) | , ,
Tv y

M v P w w y E V v w w y
w

 
 

= =  − = =  
 
 

.    (4.14) 

 

Let's take into account that  
Tv y

w
  – distance between x and the area border 

ϑ2, which is a hyperplane. This distance is positive at 2x  . Similarly, the magni-

tude –
Tv y

w
  is the distance between x and the boundary of the area ϑ1, which is a 

hyperplane. This distance is positive at 1x  . For the case of two classes, both 

boundaries coincide. Thus, Mi(v) is the first error point of the function fi(x).  

Although this procedure is asymptotically accurate for linearly separate con-

ditional class densities  ( / )ip x w , its asymptotics can differ significantly from the 

minimum probability of error in the case of overlapping densities. On the other 

hand, the minimum sum 1 2( ) ( )M v M v+  occurs at some value of v(ve), which is of-

ten very close to that which provides the minimum probability of error of the value 

(v – vp ). Indeed, when f1(x) and f2(x) are symmetric with respect to each other and, 

therefore  

 

2 1( ) ( )f x f b x= − ,                                      (4.15) 

 

where b is a centroid f1(x) + f2(x), then ve and vp coincide.  

Introduction |w| the expression for J(v) (4.12) as a multiplier makes it possi-

ble to make a significant distribution of the minimum points of the functions J(v) 

and v(p), even when ve and vp coincide. The use of (4.12) also leads to a shift of 

W(n) towards small values of the vector w at n → ∞, since J(v) = 0 with v = 0. As a 

result, the direction of the vector W(n) often becomes insufficiently defined. Thus, 

the asymptotic behavior of this procedure with a proportional increase may be un-
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satisfactory in cases where the densities, conditional on the class, overlap. To over-

come this shortcoming of the procedure, the loss function is used  

 

1 2( ) ( ) ( )J v M v M v= + .    (4.16) 

 

Suppose that a continuous differentiable function J(v) has a single minimum 

that is achieved at a value of v* and it has no local minima. The basic gradient de-

scent procedure for such a function J(v) is a recursive equation  

 

1 ( ),n n n nv v J v+ = −      (4.17) 

 

where ( )nJ v  is a gradient ( )nJ v . 

Then for any sufficiently small n  sequence {J(v*)} will be monotonically 

descending, which converges at n → ∞ to J(v*). For the case of "noisy" functions, 

ie functions J(v) that depend on one or more random variables, it is necessary to 

use a stochastic approximation. Then the stochastic convergence {V(n)} to v* de-

pends on the choice, the random variable Z(n) and the registration functions. For 

example, if n  decreases too fast with increasing n, then V(n) does not converge to 

v*.  

The described adaptive procedure is used for communication systems in or-

der to optimize the threshold level of the first BC of the binary erasing channels by 

developing on its basis a control effect proportional to the change of the input pa-

rameters of the demodulated signal. This minimizes the probability of transfor-

mation and erroneous erasure of the symbol when changing the noise situation in 

the communication channel, which increases the noise immunity of the reception 

as a whole and reduces the risk of errors in data transmission.   
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5 INFORMATION TECHNOLOGY MANAGEMENT OF 

INFORMATION COMMUNICATION NETWORK OF CRITICAL 

INFRASTRUCTURE SYSTEM 

 

 

5.1 Common issues of software synthesis of critical infrastructure 

systems 

 

The experience gained so far in the development of software (software) of 

CIS shows that this is a complex and time-consuming work that requires highly 

qualified specialists. However, to date, the creation of such software is often per-

formed on an intuitive level using informal methods based on practical experience, 

expert evaluations and valuable experimental inspections of the quality of soft-

ware. According to the Software Engineering Institute (SEI), in recent years up to 

80% of all software used has been developed without the use of any design disci-

pline at all, using the «code and fix" method (coding and error correction). 

Problems of creation of CIS software are caused first of all by system fea-

tures of object: 

- structural complexity (multilevel hierarchical structure of the system) and 

territorial distribution; 

- functional complexity (multilevel hierarchy and a large number of func-

tions, complex relationships between them); 

- information complexity (a large number of sources and consumers of in-

formation, various forms and formats of information presentation, a complex in-

formation model of the object - a large number of information entities and complex 

relationships between us), complex technology of documents; 

- complex dynamics of behavior due to the high variability of the external 

environment and the internal environment. 
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In addition, the complexity of the software is due to the technical character-

istics of the CIS: 

- technical complexity due to the presence of a set of closely interacting 

components (subsystems) that have their own local tasks and objectives.  For ex-

ample, transactional add-ons that place increased demands on reliability, security, 

and performance, and analytical processing applications are decision support sys-

tems that use unregulated requests for large amounts of data; 

- the lack of complete analogues, which limits the possibility of using any 

standard design solutions and application systems, and causes most of the newly 

developed software; 

- a large number and high cost of legacy applications (existing special soft-

ware) that operate in different environments – automated workstations, central 

computer systems, special technical systems. This necessitates the integration of 

legacy and new applications; 

- a large number of local implementation objects, geographically distributed 

and heterogeneous operating environment (DBMS, operating systems, hardware 

platforms); 

- a large number of external interacting systems with different formats of 

information exchange. 

The software development life cycle can be represented with varying de-

grees of detail. At the consolidated level, the life cycle can include only three stag-

es: analysis, design, implementation. 

The analysis phase focuses on system requirements. Requirements are de-

fined and specified. Functional models and data modules for the system are being 

developed and integrated. 

The design stage is divided into two main sub-stages: architectural and de-

tailed design. Design issues that affect the clarity, adaptability and scalability of 

the system are raised and recorded. 
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The implementation phase includes writing client application programs and 

database servers. The emphasis is on iterative implementation processes with in-

creasing system capabilities. 

One of the main characteristic software is the hierarchy and complex struc-

tural and functional relationships between the elements of the system. The struc-

ture of the software means its organization of individual elements with their rela-

tionships, which are determined by the distribution of functions and tasks per-

formed by the software. 

The problem of synthesis of CIS software structure means: 

- determining the optimal composition and relationships of software ele-

ments, the optimal division of the set of tasks into separate subsets with the speci-

fied characteristics of the links; 

- selection of the number of levels and subsystems; 

- choice of principles of management organization; 

- optimal distribution of tasks to be solved between the means of computer 

technology. 

If in the process of synthesis for some elements there are problems of high 

load, it is necessary to consider the rules of operation of these elements. 

Thus, in the synthesis of the structure of the software of CIS is the choice of 

management tasks assigned to the technical means, algorithms for their implemen-

tation, the distribution of selected tasks by nodes (levels) of ICN. 

The functions of the CIS software are presented in the form of a set of inter-

related tasks, which, in turn, can be divided into a set of operations and procedures. 

When formalizing the relationships between tasks, stages or operations, it is 

necessary to take into account the order in which they follow, as well as the flows 

and volumes of information exchange. In the general case, the relationship between 

the tasks is set in the form of some operator, which determines, depending on the 

moments of the previous operations, the moments of the next. 
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Thus, the task of synthesizing the structure of the software CIS is to reflect 

in a certain way grouped tasks solved by the software in a certain way grouped 

ICN nodes, which achieves the extremum of the criterion of quality of information 

processing when the specified restrictions. 

Fig. 5.1 in general shows the scheme of synthesis of the structure of the CIS 

software in the ICN environment. 

 

Mathematical model of 

special software in 

ICN environment

Definition of the basic requirements to network protocols 

of ICN CIS

Analysis of the construction principles of CIS

Selection and justification of software performance 

indicators in ICN environment

Formalization of the information processing process and 

the task of choosing the optimal ICN structure

Choice of a way of distribution of tasks of CIS on ICN 

knots

The method of 

minimizing the total 

cost of the computing 

resource of special 

software in the ICN 

environment

Linearization of the problem of minimizing the total cost 

of the computing resource IUM

Bringing the minimization problem to the canonical form 

of a linear optimization problem Boolean programming

The use of the decay vector method in the synthesis of 

the structure of ICN CIS

Synthesis of the 

structure of special 

software in the ICN 

environment

Taking into account the heterogeneity of the software 

component of the core network

Taking into account the heterogeneity of the hardware 

component of the core network

Specifications

Designing

Implementation

Testing

Monitoring

Development

Definition of 

requirements

D
e
v

el
o

p
m

en
t 

p
h

as
e

O
p

e
ra

ti
o

n
 a

n
d
 

m
ai

n
te

n
an

ce
 p

h
a
se

 

Fig. 5.1. A diagram of the synthesis of the CIS software structure in the ICN 

environment 

 

5.2 Models of information technology processes management 

parameters of ICN CIS 

 

Information technology of control of parameters of ICN CIS realizes con-

secutive work of three blocks (Fig.5.2) [142]: 
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1
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in CIS
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Fig. 5.2. Model of information technology for managing the parameters of 

ICN CIS 

 

1) block synthesis of the structure of the infocommunication network in 

critical systems; 

2) block of adaptive control of traffic distribution of infocommunication 

network in systems of critical infrastructure; 

3) decision-making unit for risk management of the infocommunication 

network in the critical infrastructure system. 

The operation of the ICN structure synthesis unit requires the execution of a 

sequence of such processes (Fig. 5.3): 

1) determining the composition of network users; 

2) determining the composition and parameters of the applied problems;  
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3) determining the composition of applications that are installed on the net-

work and you-could to the equipment for the implementation of applications. If 

necessary, the number of copies for some applications is determined. These copies 

will then be considered as stand-alone applications and will have their own num-

bers;  

4) formation of the information structure of the network;  

5) analysis of the information structure of the network;  

6) determination of indicators and quality criteria for solving applied prob-

lems; 

7) determining the composition of network parameters that will be used to 

assess the state of the network, network management and determine the space of 

network states; determining the composition of the basic parameters of the net-

work;  determining the specific composition of the set of primary and secondary 

network parameters; 

8) determining the composition of network management parameters;  

9) determination of limit values of network parameters. Here the maximum 

allowable values of network parameters are determined, the value of which is re-

lated to the capabilities of network equipment and communication channels, serv-

ers and workstations, as well as software. 

The operation of the adaptive traffic distribution control unit requires the fol-

lowing sequence of processes that must be performed in the preparation and solu-

tion of management tasks (Fig. 5.4): 

- solving the problem of network configuration; 

- solving operational management tasks; 

- correction of tasks of adjustment and operational management. 

The stage of preparation is necessary for development of basic approaches 

and requirements to management of distribution of traffic on the basis of which cri-

teria of quality of management are developed, the concrete purposes and tasks of 

management are formed. [27].  
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At the stage of solving the task of setting up the network, the following sub-

processes are performed: 

1. Determining specific indicators of network setup quality. 
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Fig. 5.4. Process model of the adaptive traffic distribution control unit 

 

2. Formation and calculation of data flow parameters of the hierarchical in-

formation structure of the network. The solution of the problem of forming the in-

formation structure can be considered as a partial solution of the configuration 

problem. As a result, the parameters of the information structure and data flows for 

the information structure with these parameters are determined [143]. 

3. Determining the composition of network equipment. Based on the analy-

sis of requirements for applications to equipment parameters, analysis of infor-

mation flows conducted for the information structure of network traffic distribution 

management, potential number of technical network nodes and preliminary data on 

technical network structure (a priori distribution of users and nodes on subnets), 
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equipment composition and its parameters are determined - switches, servers, cli-

ent workstations, types of communication channels used. 

4. Formation of the technical structure of the network. As a result of this 

step, a set of values of the basic parameters of the network is formed, the structure 

of the basic network is also formed, in addition, the subnets and their composition 

are allocated. Note that it is possible to repeatedly solve problems in this step, if 

you change the distribution of system applications on the nodes of the information 

structure. At the end of the step we get a set of values of network parameters. 

After this stage, we have a variant of the network structure, a set of parame-

ters of operational management of subnets, which are used in the next stage of 

solving operational management problems, which involves such subprocesses: 

1) determination of performance indicators of subnets. In this step, a set of 

performance indicators is formed for each subnet; 

2) setting partial tasks of operational management for subnets. Here can be 

used or general tasks of operational management, or tasks of operational manage-

ment of subnets, or partial tasks of operational management; 

3) solving operational control problems using mathematical programming 

methods. 

The stage of correction of tasks of adjustment and operational management 

arises in case of change of basic parameters of a network that can set reconfigura-

tion of a network and development of new approaches to the decision of tasks of 

operational management. It includes the following subprocesses: 

1) correction of the composition of network parameters; 

2) correction of the composition of the basic parameters and control param-

eters; 

3) correction of requirements for the quality of solving applied problems. 

After solving these tasks, the transition to the stages of management de-

scribed above. 
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The input data of information technology for solving problems of data flow 

analysis in the network, loading communication channels and network equipment, 

are the following network parameters: 

- distribution of applications on network nodes; 

- distribution of users on network nodes (workstations); 

- the intensity of the flow of requests to run applications or tasks; 

- network structure, which sets the communication channels between net-

work equipment and binding workstations and servers to network equipment; 

- values of bandwidths of communication channels used in the network; 

- bandwidth of network equipment used in the network; 

- distribution of bandwidth of communication channels between separate 

tasks (groups of tasks); 

- routing of data flows in the network. 

Let's define a matrix of intensities of streams of requests of users for perfor-

mance of tasks 

 

 jk =  , 1,k l= , 1,j n= ,  (5.1) 

 

where 0jk   is the intensity of the flow of requests from the user number j to 

perform the task number i. 

Note that the conditions must be met: 

 

0jk =  if 0jku = , 0jk   if 1jku = , 1,k l= , 1,j n= .   (5.2) 

 

The values of the elements of the matrix   are determined by the specifics 

of the work of users of the UPC, so we will consider them known. 
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Obviously, user request flows first arrive at the network nodes to which us-

ers are attached.  Pinning users to nodes is specified by a matrix of relationships 

with values of 0 and 1. 

The intensity of task request flows determines the intensity of execution of 

system applications that are used to solve problems. The total intensity of requests 

for tasks number ( kk −  ) is calculated by the formula: 

 

1

n

k jk
j=

 =  , 1,k l= .                                  (5.3) 

 

We introduce a vector-string of the intensity of tasks in the system: 

 

1 2( , ,..., )l =    .         (5.4) 

 

You can determine the total intensity of request flows:  

 

 Ne =  ,                                               (5.5) 

 

where Ne  is a single dimensional vector string N. 

A vector-string   let’s denote as 

 

1 2( , ,..., )D =    .                              (5.6) 

 

Each of its elements determines the total intensity of the system application 

number j all the tasks solved by the system: 

 

1

l

i k ki
k

p

=

 =  ,                            (5.7) 
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where kip  − execution of the system application number i when performing the  

k-th task. 

Then the vector-string determines the intensity of system applications during 

the operation of the CIS: 

 

Ρ =  .                     (5.8) 

 

In a real network, the intensity of request flows, the composition of users 

and the composition of the tasks can change over time, in addition, with the devel-

opment of the network changes the composition of equipment and its parameters - 

that is, the basic network parameters change. All this necessitates a change in the 

correction of the control parameters of the network to achieve the required effi-

ciency of its work. Such a change in network parameters (network setup) is one of 

the main processes of network management. Thus, naturally, it is necessary to pro-

vide necessary values of indicators of quality of work of the network connected 

with the decision of applied problems. 

- Since the distribution of users on the workstations of the network, as a 

rule, is determined by the organizational structure and location of users, the distri-

bution of users is further considered a given and constant parameter of the net-

work. 

Thus, network traffic management is reduced to solving the following main 

tasks: 

- application distribution and migration management; 

- network structure management; 

- control of debugging of network equipment or control of data flows in the 

network: control of parameters of service of data flows; 

- routing management. 

The set of primary network parameters is divided into two subsets: 

- many basic network parameters; 
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- a set of varied parameters. 

The basic parameters of the network are, for example, the number of users, 

the number of servers, the number of tasks solved on the network, the number of 

subnets, the distribution of users on subnets. 

Variable network settings, such as 

- adjustment of network equipment, 

- server performance and bandwidth of communication channels. 

The main properties by which the parameters differ in basic and varied are 

dynamism, ie the rate of change over time. The basic parameters usually change 

much more slowly than the varied ones. Changing the basic parameters usually 

leads to a mandatory change of the variable parameters to maintain efficient net-

work operation, while changing the variable parameters does not require a change 

of the basic parameters. Changing the basic parameters leads to significant changes 

in the quality of the network, and changing the varied parameters leads to minor 

changes. 

Since the basic parameters do not depend on the change of the varied param-

eters, it is possible to divide the parameters of network traffic management into 

two levels: 

- management at the level of basic parameters; 

- control at the level of varied parameters. 

 Network traffic management at all levels should provide optimal values of 

network quality indicators.    

 There are two types of network traffic management, which are most often 

used in practice, and are relevant to the above levels of management: 

- network debugging - the level of basic parameters; 

- operational management - the level of variable parameters). 

Note that the set of control parameters does not always coincide with the set 

of basic parameters, because some basic parameters do not change during the en-

tire life of the network, such as routing protocols or protocols that provide guaran-
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teed quality of service, etc. The set of operational management parameters also 

does not always coincide with the set of variable parameters, as some variable pa-

rameters cannot be changed during the operational network management, for ex-

ample, the number of network users, the number of servers, etc.  

Debugging the network is required either when starting the network after its 

creation with a given set of basic parameters, or when changing any of the basic 

parameters of the network. Therefore, debugging is control at the level of basic pa-

rameters. For example, debugging may require changes in network structure (num-

ber of subnets), communication channel types, and so on. 

 Operational control is used constantly during network operation and is con-

trol at the level of varied parameters. The need for operational management is as-

sociated with the emergence of situations in the network, when, for example, there 

are temporary changes in the intensity of data flows caused by production needs in 

solving some problems. 

 The set of indicators of network quality is divided into two disparate sub-

sets: 

- quality indicators calculated at the stage of network establishment; 

- quality indicators calculated in the operational management of the net-

work. 

Let's form the scheme of traffic distribution management (fig. 5.5). 

At the upper management level (U1) it is assumed to use the following 

methods of integrated data flow control (IDC): 

- the method of determining the load profile of the ICN link, which based 

on the analysis of the bandwidth of the link and the calculation of the statistical 

characteristics of the data flows allows you to calculate the load profile with the 

specified quality requirements [144];  
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Fig. 5.5. Traffic distribution management scheme 

 

- method of dynamic control of load distribution of virtual connections, 

which provide the passage of the data flow, which takes into account when fore-

casting the fractal nature of the generated traffic; the method is supposed to be 

used at the level of the ICN access controller when creating or modifying a system 

of virtual channels between network nodes. 

The methods involved in control on two fields (U1 and U2) are focused on 

the use of an appropriate set of mathematical models that take into account the fea-

tures of the IDC on the basis of a small number of traffic samples. These models 

can also be used by the ICN access controller at the stage of forming and modify-

ing the parameters of virtual channels. Figure 5.6 shows the mathematical appa-
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ratus used in solving problems of information technology for managing the param-

eters of ICN CIS.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.6. Methodical apparatus of information technology for managing the 

parameters of ICN CIS 
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6 THE APPLICATION OF INFORMATION TECHNOLOGY FOR CON-

TROL OF THE INFORMATION COMMUNICATION NETWORK OF 

THE SOFTWARE-TECHNICAL COMPLEX OF APCS 

 

 

6.1 Structure and functional tasks of the Software and hardware com-

plex of ACS TP 

 

Automated control system for technological process (ACS TP) "Complex for 

processing solid waste with a system of landfill gas collection, utilization and pro-

duction" is a multi-functional, distributed, freely programmable automated system 

designed for long-term continuous operation in real time, which implements the 

necessary functions of collecting, processing and presenting information, as well as 

the functions of control, regulation, protection, blocking and signaling. The soft-

ware and technical complex of the upper level and general station systems (STC 

UL GS) is an integral part of the ACS TP. It is designed to automate the control of 

TP common station and auxiliary systems and is designed for long-term operation 

in real time. The main indicators corresponding to the purpose of STC: 

- provides a convenient form, sufficient in volume and speed of presenta-

tion and registration of information about the course of TP; 

- protection of personnel, equipment and environment from possible acci-

dents is provided in all operating modes of the station; 

- automatic control of technological parameters and equipment control is 

provided in the control range of the station operation; 

- diagnostics of malfunctions of hardware and software of STC is provided 

that prevents issue of erroneous commands of management of the technological 

equipment and allows to eliminate malfunctions in due time. 

STC UL GS is a three-level distributed system, which is built on a hierar-

chical principle.  

The following subsystems are considered as CIS subsystems: 
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1) display of information; 

2) electronic document management, e-mail; 

3) information and calculation (analytical); 

4) operation management; 

5) comprehensive information protection system; 

6) telecommunication network; 

7) administration. 

The general view of the functional model of the automated process control 

system is presented in Fig. 6.1. The functions of the STC UL and GS are classified 

into three types and summarized in Table 6.1. 

 

 

 

Fig. 6.1. Functional model of ACS TP 
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Table 6.1 – Functions of STC UL and GS 

Type of 

functions 
Functions 

Manager - remote control of locking, regulating bodies and mechanisms; 

- technological protections; 

- protective and technological blocking, automatic activation of the re-

serve of mechanisms of own needs; 

- automatic adjustment of technological parameters; 

- remote control of elements of an electric part. 

Informational - collection and control of the reliability of input information; 

- presentation of information about the technological process and the 

operation of automatic devices; 

- warning and alarm systems; 

- registration of information that is entered and formed in the STC; 

- registration of deviations of parameters from norm, with registration 

of time of an exit from norm, and also time of return to norm; 

- documentation of registered information; 

- diagnostics of STC hardware and software; 

- calculations of operational technical and economic indicators. 

Auxiliary - correction of adjustment parameters of automatic control systems; 

- presentation of information about the operation of control algorithms 

in real time; 

- simulation of input information for testing control systems; 

- input / output of protections and blocking, and also switching of 

modes of control systems; 

- automated processing and storage of results of metrological certifica-

tion of measuring channels; 

- management of STC operation 

 

The following distribution of functions between levels is implemented: 

- lower level (LL) – functions of input/output of analog and discrete input 

information, implementation of control and regulation logic, formation of analog 

and discrete output signals; 

- intermediate level (IL) – functions of software download and control of 

LL operation, maintenance of operational database (ODB), remote control of shut-
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off, regulating bodies and mechanisms, presentation of information (including di-

agnostic) at video terminals of operator and engineering stations, registration and 

archiving information; 

- upper level (UL) – functions of information presentation on video termi-

nals of management stations. 

 

6.2 Synthesis of the information structure of ICN STC 

 

Let’s define the elements of the information model of the network structure 

in accordance with the functional model of the STC UL GS and the structural 

scheme of the ACS TP (Fig. 6.2).  

The main users of the network are management staff and automated work-

stations: 

U1 – Director; 

U2 – Chief Engineer; 

U3 – station shift supervisor; 

U4 – head of the boiler turbine shop; 

U5 – head of the electrical shop; 

U6 – head of the department of thermal automation and measurements; 

U7 – station operator; 

U8 – engineering station staff. 

The listed users perform the following tasks: 

S1 – display of information about the operation of technological systems, 

control and regulation systems, technological signaling, and the results of STC di-

agnostics; 

S2 – remote control of VM, S3 – change of modes of operation of control and 

regulation systems; 

S4 – change the task of regulators; 

S5 – reset the memory of the failure of three-channel measurements to put 

them into operation on two working channels; 
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S6 – view registration information with the possibility of printing; 

S7 – remote control of the elements of the electrical part; 

S8 – registration of information; 

S9 – maintenance and documentation of STC databases; 

S10 – creation and viewing of registration information, printing at the request 

of users; 

S11 – obtaining hard copies of archival data; 

S12 – modification of STC software; 

S13 – creating video frames of information display; 

S14 – STC software download; 

S15 – correction of settings of control subsystems; 

S16 – input/output in the repair condition of the measuring transducer and 

VM at the request of operational personnel; 

S17 − input of values of input analog signals of STC for carrying out tests of 

control systems; 

S18 – input and output of protections and blocking at the request of opera-

tional personnel; 

S19 – debugging of libraries of algorithms, technological algorithms and pro-

grams; 

S20 – maintaining a single time ACS TP; 

S21 – online presentation of information about the operation of control algo-

rithms; 

S22 – creation of archives on optical disks for long-term storage at the re-

quest of staff; 

S23 – disconnection from registration of parameters which "make noise"; 

S24 – display of reference information. 

Let's construct a matrix of connections "users-tasks" with the corresponding 

intensity of inquiries (tab. 6.2). 

The network system applications are as follows: 

- at the system level; 
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p1 − QNX 6.3 operating system for real-time management of basic and func-

tional software; 

- at the subsystems level (upper and intermediate levels); 

p2 − registrations;  

p3 − display (with a specialized video editor for copying and transferring 

video frames and their parts);  

p4 – documentation of video frames;  

p5 − information archiving; 

- at the level of tasks (lower); 

p6 − ISaGRAF system for performing tasks and developing FPT in controllers. 

 

Table 6.2 – Intensities of requests for "user-task" relationships 

Tasks Users 

U1  U2  U3  U4  U5  U6  U7  U8  

S1  λ11 λ21 λ31 λ41 λ51 λ61 λ71 λ81 

S2 - - - - - - λ72 - 

S3  - - - - - - λ73 - 

S4  - - - - - - λ74 - 

S5  - - - - - - λ75 - 

S6  λ16 λ26 λ36 λ46 λ56 λ66 λ76 - 

S7  - - - - - - - - 

S8  - - - - - - - λ88 

S9  - - - - - - - λ89 

S10  - - - - - - - λ8,10 

S11  - - - - - - - λ8,11 

S12  - - - - - - - λ8,12 

S13  - - - - - - - λ8,13 

S14  - - - - - - - λ8,14 

S15  - - - - - - - λ8,15 

S16  - - - - - - - λ8,16 

S17  - - - - - - - λ8,17 
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Continuation of Table 6.2. 
 

Tasks Users 

U1  U2  U3  U4  U5  U6  U7  U8  

S18  - - - - - - - λ8,18 

S19  - - - - - - - λ8,19 

S20  - - - - - - - λ8,20 

S21  - - - - - - - λ8,21 

S22  - - - - - - - λ8,22 

S23  - - - - - - - λ8,23 

S24 - - - - - - - λ8,24 

 

Let's define elements of data warehouses: 

Archives: 

d1 − the main archive of technological process parameters; 

d2 – archive of events; 

d3 – operating modes of technological equipment (hourly statement; variable 

statement; daily statement; information on call); 

d4 – information about user actions. 

Libraries: 

d5 – library of standard modules (functional blocks) of control (primary in-

formation processing), control and automatic regulation; 

d6 is a library of typical functions. 

Local databases: 

d7 – input and output analog and discrete signals (lists and marking of sig-

nals, functional purpose of signals, reference information; - connection to STC 

cabinets; connection to the measuring transducer, VM); 

d8 – program-generated analog and discrete signals; 

d9 – constants (adjusting coefficients of regulators, settings of input and op-

eration of technological protections, blocking and signaling) and keys (input / out-
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put in repair of the measuring converter and VM, input / output of protections and 

blocking); 

d10 – diagnostic messages. 

Let's build matrices of connections of tasks of ACS TP with other elements 

of ICN: 

1) matrix of connections of tasks with system applications 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 1 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 0

1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1

0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0

0 1 1 1 1 0 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 0

P

 
 
 
 

=  
 
 
 
 

 

Each non-zero element of the matrix is characterized by a certain amount of 

data transmitted νij. 

2) a matrix of connections of tasks with data warehouses 

1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 1 0

0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 1 1 0

0 1 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0

0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 1 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0

0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0

D =

0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

3) the matrix of connections of tasks with users (U) corresponds to table 6.2. 

Network nodes are located on five levels according to the structural scheme 

of the ACS TP (see Fig. 6.2). The diagram shows the enlarged nodes of the control 

system. A more detailed view contains the following nodes: 

1) Management posts: 
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- the central technological board (CTB) from which management of the 

equipment and interaction of the personnel with ACS of TP is provided; 

- local control panel (LCP) VPU; 

- LCP systems of technical water supply and treatment facilities; 

- LCP fracturing; 

- LCP VRU-10 kV; 

- LCP VPU, technical water supply systems and treatment facilities. 

2) Station operator's workstation: 

- two workstations GPA and KU; 

- workstation for archiving and documentation of GPA and KU; 

- steam turbine workstation; 

- two workstations of auxiliary equipment of the station; 

- electric workstation; 

3) Local systems of automatic control and regulation (LSC): 

- auxiliary equipment of the main building; 

- district heating; 

- gas fuel farms. 

4) Means of computer technology: 

- workstation of software and computer engineer (engineering station); 

- control cabinets; 

- uninterruptible power supply; 

- servers; 

- single time system equipment. 

To analyze the load of ICN nodes, we construct matrices of connections of 

ACS TP nodes with other ICN elements: 

1) the matrix of fixing system applications for network nodes (G), which is 

presented in the form of table 6.3; 

2) the matrix of user assignment to network nodes (H) (Table 6.4), which re-

flects the intensity of requests to nodes with the following symbols: A – constant 

connection; B – with a given time interval; C – once per shift; D – on request. 
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1) the matrix of information connections of nodes with data warehouses (S) 

is presented in table 6.5. 

To calculate the intensity of request flows, multiply the following matrices: 

1) P × Λ = G , we obtain a matrix of the intensity of execution of system 

applications by users: 

 

( )

11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 88 8,24

72 76 88 8,15 8,18 8,23

11 21 31 41 51 61 71 81 8,13 8,22 8,24

89 8,10

72 75 8,

( ... ) ( ... )

0 0 0 0 0 0 ( ... ) ( ... )

0 0 0 0 0 0 0

0 0 0 0 0 0 ...

G

                

     

          

 

  

+ + + + + + + + + + +

+ + + + + +

+ + +
=

+

+ + 11 8,19 8,22

8,16 8,18 8,230 0 0 0 0 0 0 ( ... )

 

  

 
 
 
 
 
 
 + +
 
 + + + 

; 

 

2) to obtain a matrix of tasks on network nodes, taking into account the exe-

cution of system applications and connections to data warehouses, it is necessary 

to obtain the sum of multiplication of two matrices: 

 

Z = Z’+Z’’= G × D + S × D.     (6.9) 

 

We obtain a Z matrix of dimension 24 × 41. 

To calculate the intensity of user requests to nodes, taking into account sys-

tem applications and tasks, we consistently multiply the following matrices: 

 

M = ((U × P) × G) ×(6.10) 

Thus, the parameters of the information structure are obtained 

- the intensity of system applications; 

- the number of tasks performed in network nodes; 

- intensity of requests to network nodes. 
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According to these parameters, the requirements for the technical structure 

of the network were determined: 

- the exchange of information between the nodes of the upper and middle 

level of the STC should be carried out by digital data transmission channels; 

- information exchange in the system must be performed on the basis of a 

duplicate computer network such as Ethernet; 

- the nomenclature and number of modules of input/output of information 

in the structure should ensure the reception and publication of a certain amount of 

information; 

- it is necessary to use specialized intelligent devices for communication 

with the object (DCO), designed to implement the functions of digital control to 

ensure the reception of a certain number of analog and discrete signals, as well as 

the formation and output of control signals; 

- DCO nodes must exchange data with controllers via a local area network 

based on RS-485 or Ethernet; 

- the transfer of information from the LCP nodes to the nodes of the Central 

Technology Board (CTB) must be performed using a duplicate Ethernet computer 

network; 

- STC must receive information from input-output devices in cabinets 

(RUVP 0.4 kV) and microprocessor terminals (KRU 10 kV) digital channel based 

on the interface RS-485 on one of the standard protocols, for example, Modbus, 

Profibus); 

- the nodes of the central controllers of the collection and control systems 

must be IBM PC-compatible and ensure the implementation of control, manage-

ment and control functions, as well as the exchange of information with mid-level 

and high-level nodes and adjacent lower-level nodes; 

- industrial panel computers with liquid crystal displays must be installed at 

the nodes of the technical water supply systems and treatment facilities, hydraulic 

fracturing and RU-10 kV;  
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- fiber optic cables or twisted pair cables must be used to provide remote 

communication with the DCO; 

- for information exchange between STC cabinets it is necessary to provide 

bandwidth of 100 Mbps, and between nodes at all levels of the system (LL, IL and 

HL) bandwidth of 1000 Mbps. 

 

6.3 Synthesis of variants of ICN structures and analysis of STC 

information flows  

 

Options for constructing a set of network nodes, which differ in the con-

struction of connections between nodes, are formed based on the analysis of infor-

mation circulating in the network, taking into account the relationship of infor-

mation flows [34]. Figure 6.3 shows the initial version of the ICN. 

To simplify the description and accounts as nodes are taken only manage-

ment personnel and automated service stations STC. 

Analysis of the movement of information flows showed that the main opera-

tions for information processing are performed at the central node (CN). Also, 

when forming a connection between the elements j J , all nodes of the "control 

group" must be provided with direct access to the Central node 0U . In addition, the 

analysis of the tasks and the direction of information flows from the CN to the 

workstation of service personnel allow us to offer other options for building an 

ICN [145]. 

Let’s consider different options for constructing ICN – ( 1J , 2J , 3J ), the struc-

tures of which are presented in Figures 6.4 and 6.5.  

As you can see from the diagram in figure 6.3, in the variant 1J , all connec-

tions between network nodes are implemented through a switch connected to the 

CN. In the variant 2J  (Fig. 6.4), the nodes of the third-level group of the system 

are separated into a separate segment. 
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U1

U2

U3

U4U5
U6

U7-U9

U10-U20

U0

 

 

Fig. 6.3. The initial version of the ICN for the operation of STC 

 

 

U1

U2

U3

U4U5
U6U7-U9

U10-U20

U0

 

 

Fig. 6.4. Variant 2J  to build an ICN for the operation of STC   
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U1

U0

U7-U9

U10-U20

U6 U5

U4

U3

U2

 

Fig. 6.5. Variant 3J  to build an ICN for the operation of STC 

 

In the variant shown in Figure 6.5 ( 3J ), almost the entire flow of infor-

mation between individual network nodes that do not have special requests to the 

CN, passes through the switches that ensure the operation of the respective net-

work segments. In addition, the variant 3J  is built on two-stage technology, which 

allows to achieve a more even distribution of bandwidth within the network and to 

reserve opportunities for further network expansion. 

The presented construction variants do not exhaust all possible construction 

options for the considered ICN nodes, but represent the most characteristic groups 

of such constructions. 

We will form the initial data for modeling the functioning of STC.  

Let us denote the sets: 

 

 | 1,29I i i= = ,   | 1,20J j j= = .                            (6.11) 
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According to the analysis of the movement of information flows within the 

network, we will form a Boolean matrix ijB b=  (Fig. 6.6). 

 

1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 0 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1 0 0 1 1 1 1 1 1 1 1 1 1

1 0 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

1 0 0 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0

1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0

1 0 0 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1

1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

 

 

Fig. 6.6. Matrix ijB b=  – use of network nodes by tasks 
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When specifying the cost matrix of the computing resource, we take into ac-

count that if 0ijb = then ija can be set equal to zero (Fig. 6.7). The cost matrix of 

the computing resource for the transmission of the elementary unit of information 

k lj jH h=  depends on the network configuration. 

 

1 0,2 0,2 0 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

0,98 0,18 0,18 0 0,18 0 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18

1,01 0,21 0,21 0,21 0,21 0 0,21 0 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21

1,02 0,22 0,22 0 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22

1,02 0 0,22 0,22 0 0 0 0,22 0 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22

1,02 0 0,2 0,2 0 0 0 0 0 0 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

0,98 0 0,18 0,18 0 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18 0,18

0,99 0 0 0,19 0 0 0 0 0 0 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19

0,99 0,19 0,19 0 0,19 0,19 0,19 0,19 0 0 0 0 0 0 0 0 0 0 0 0

1,01 0 0 0 0 0 0 0,21 0 0 0 0 0 0 0 0 0 0 0 0

1,01 0 0 0 0 0 0 0,21 0 0 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21 0,21

1,02 0 0 0 0 0 0 0,22 0 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22

0,99 0 0 0,19 0 0 0 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19 0,19

1 0 0,2 0,2 0 0 0 0,2 0 0,2 0 0 0 0 0 0 0 0 0 0

1,01 0 0 0,21 0 0 0 0,21 0 0 0 0 0 0 0 0 0 0 0 0

0,98 0 0 0 0 0 0 0,18 0 0,18 0 0 0 0 0 0 0 0 0 0

0,97 0 0 0,17 0 0 0 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17

0,97 0 0,17 0,17 0 0 0 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17 0,17

1,03 0 0,23 0,23 0 0 0 0 0 0 0,23 0,23 0,23 0,23 0,23 0,23 0,23 0,23 0,23 0,23

1 0 0,2 0 0 0 0 0 0,2 0 0 0 0 0 0 0 0 0 0 0

1 0 0,2 0 0 0 0 0 0 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

0,97 0,17 0,17 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 0,2 0 0 0 0 0 0 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

1,03 0,23 0,23 0,23 0,23 0,23 0,23 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

1 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2 0,2

 

Fig. 6.7. Matrix ijA a=  – the cost of computing resources to perform 

tasks 
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Since unallocated calculations are considered (all control and technological 

tasks are performed on the central computing complex – 0U  node), therefore, al-

most all requests to start processing most tasks are sent to the node 0U . 

We set the matrix ijQ q=  – the matrix of volumes of information entered 

for the i -th task from the j -th node (Fig. 6.8). 

The matrix ijP p=  (Fig. 6.9) describes the amount of information output 

by tasks on ICN nodes. Data for the matrix are determined by each task during its 

operation, as well as for the matrix ijQ q= . 

Given that the nodes 10 20U U−  are designed to solve a number of techno-

logical problems, for simplicity of calculation in the matrices ijP p=  and 

ijQ q=  for these nodes, we introduce one column. 

When specifying a matrix 
k li iC c= , we take into account that this matrix 

mainly consists of zero elements. Therefore, we define it by listing only nonzero 

elements (Fig. 6.10). 

To analyze the structures 2J  and 3J  it is necessary to take into account 

changes in information flows that have occurred due to changes in network topolo-

gy. The introduction of these changes in the base topology allowed to increase the 

speed of data exchange within the network segment and also to unload the com-

munication channel that serves the node 0U  when using distributed computing. 

The degree of loading of STC nodes using distributed computing and differ-

ent network topology options is shown in Figure 6.11. 
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0,015 0,036 0,036 0 0,036 0,036 0,036 0,036 0,036 0,036 0,036

0,01 0,031 0,031 0 0,031 0 0,031 0,031 0,031 0,031 0,031

0,017 0,037 0,037 0,037 0,037 0 0,037 0 0,037 0,037 0,037

0,013 0,033 0,033 0 0,033 0,033 0,033 0,033 0,033 0,033 0,033

0,02 0 0,04 0,04 0 0 0 0,04 0 0,04 0,04

0,02 0 0,04 0,04 0 0 0 0 0 0 0,04

0,01 0 0,03 0,03 0 0,03 0,03 0,03 0,03 0,03 0,03

0,02 0 0 0,04 0 0 0 0 0 0 0,04

0,02 0,041 0,041 0 0,041 0,041 0,041 0,041 0 0 0

0,017 0 0 0 0 0 0 0,038 0 0 0

0,01 0 0 0 0 0 0 0,041 0 0 0,041

0,013 0 0 0 0 0 0 0,032 0 0,032 0,032

0,02 0 0 0,039 0 0 0 0,039 0,039 0,039 0,039

0,02 0 0,041 0,041 0 0 0 0,041 0 0,041 0

0,013 0 0 0,034 0 0 0 0,034 0 0 0

0,01 0 0 0 0 0 0 0,04 0 0,04 0

0,017 0 0 0,038 0 0 0 0,038 0,038 0,038 0,038

0,02 0 0,04 0,04 0 0 0 0,04 0,04 0,04 0,04

0,01 0 0,02 0,02 0 0 0 0 0 0 0,02

0,013 0 0,032 0 0 0 0 0 0,032 0 0

0,02 0 0,041 0 0 0 0 0 0 0,041 0,041

0,013 0,034 0,034 0 0,034 0 0,034 0,034 0,034 0,034 0,034

0 0,036 0,036 0,036 0,036 0,036 0,036 0,036 0,036 0,036 0,036

0,01 0,031 0,031 0,031 0,031 0 0 0 0 0 0

0,015 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035

0,015 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035

0,015 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035

0,015 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035

0,015 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035 0,035

 

Fig. 6.8. Matrix ijQ q=  – the cost of computing resources for input 

information 
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0,068 0,025 0,025 0 0,025 0,025 0,025 0,025 0,025 0,025 0,025

0,063 0,02 0,02 0 0,02 0 0,02 0,02 0,02 0,02 0,02

0,07 0,027 0,027 0,027 0,027 0 0,027 0 0,027 0,027 0,027

0,066 0,023 0,023 0 0,023 0,023 0,023 0,023 0,023 0,023 0,023

0,063 0 0,02 0,02 0 0 0 0,02 0 0,02 0,02

0,073 0 0,03 0,03 0 0 0 0 0 0 0,03

0,063 0 0,02 0,02 0 0,02 0,02 0,02 0,02 0,02 0,02

0,073 0 0 0,03 0 0 0 0 0 0 0,03

0,073 0,03 0,03 0 0,03 0,03 0,03 0,03 0 0 0

0,07 0 0 0 0 0 0 0,027 0 0 0

0,063 0 0 0 0 0 0 0,02 0 0 0,02

0,066 0 0 0 0 0 0 0,023 0 0,023 0,023

0,073 0 0 0,03 0 0 0 0,03 0,03 0,03 0,03

0,073 0 0,03 0,03 0 0 0 0,03 0 0,03 0

0,066 0 0 0,023 0 0 0 0,023 0 0 0

0,063 0 0 0 0 0 0 0,02 0 0,02 0

0,07 0 0 0,027 0 0 0 0,027 0,027 0,027 0,027

0,073 0 0,03 0,03 0 0 0 0,03 0,03 0,03 0,03

0,063 0 0,02 0,02 0 0 0 0 0 0 0,02

0,066 0 0,023 0 0 0 0 0 0,023 0 0

0,073 0 0,03 0 0 0 0 0 0 0,03 0,03

0,066 0,023 0,023 0 0,023 0 0,023 0,023 0,023 0,023 0,023

0,068 0 0 0 0 0 0 0 0 0 0

0,063 0,02 0,02 0,02 0,02 0 0 0 0 0 0

0,068 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025

0,068 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025

0,068 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025

0,068 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025

0,068 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025 0,025

 

Fig. 6.9. Matrix ijP p=  – the cost of computing resources for the output 

of information 
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1,2c  2,21c  4,6c  5,23c  9,22c  12,17c  15,17c  18,26c  

1,4c  2,22c  4,7c  5,26c  9,26c  12,18c  15,18c  20,22c  

1,5c  2,23c  4,9c  6,9c  10,26c  12,22c  15,22c  20,26c  

1,6c  2,24c  4,24c  6,24c  11,12c  12,26c  15,23c  21,22c  

1,7c  2,26c  4,26c  6,26c  11,13c  13,14c  15,26c  21,23c  

1,9c  3,5c  5,10c  7,8c  11,14c  13,15c  16,17c  21,26c  

1,24c  3,6c  5,11c  7,26c  11,15c  13,16c  16,18c  22,23c  

1,6c  3,7c  5,12c  8,20c  11,16c  13,17c  16,22c  22,26c  

2,4c  3,8c  5,13c  8,21c  11,17c  13,18c  16,26c  24,26c  

2,5c  3,9c  5,14c  8,22c  11,18c  13,22c  17,18c  25,26c  

2,6c  3,14c  5,15c  8,26c  11,19c  13,26c  17,20c   

2,7c  3,19c  5,16c  9,10c  11,22c  14,15c  17,21c   

2,9c  3,20c  5,17c  9,14c  11,26c  14,19c  17,22c   

2,13c  3,24c  5,18c  9,16c  12,14c  14,22c  17,26c   

2,17c  3,26c  5,21c  9,17c  12,15c  14,26c  18,22c   

2,18c  4,5c  5,22c  9,18c  12,16c  15,16c  18,23c   

 

Fig. 6.10. Matrix 
k li iC c=  
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Fig. 6.11. Loading ICN nodes for topology options 



 

147 

Based on the obtained simulation results [146], when deciding on the choice 

of ICN structure, preference is given to the option 3J  in which STC more evenly 

loads the main network nodes, by reducing the cost of network resources for in-

formation transfer between nodes.  

The use of the method of distribution of tasks on the nodes of the network 

[147] has reduced the time of solving management tasks and technological tasks by 

an average of 15%. Summary simulation data are presented in Figure 6.12 [34]. 

 

Number of downloaded nodes
 

Fig. 6.12. The duration of solving management tasks and technological tasks 

depending on their number 

 

6.4 Risk analysis of ICN STC 

 

For ICN STC, you can determine the partial risks and their causes, which are 

given in Table 6.6. 
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Table 6.6 – Causes and partial risks of ICN STC 

Categories of 

factors 
Causes of risks Partial risks 

Technical fac-

tors 

P11 - lack of capacity 

P12 -lack of performance 

R1 - risk of equipment 

failure 

P21 - poor configuration management 

P22 - poor change management 

P23 - incorrect security settings 

P24 - dangerous programming practices 

P25 - improper testing 

R2 - risk of software 

failure 

P31 - design problems 

P32 - integration issues 

P33 - system complexity 

R3 - risk of error in 

network design 

Process factors P41 - improper technological.  process 

P42 - incorrect information flows 

P43 - Improper escalation of problems 

P44 - inefficient task transfer 

R4 - risk of error in 

network processes (de-

sign and execution) 

P51 - Lack of condition monitoring 

P52 - no periodic analysis 

P53 - improper ownership of the process 

R5 - risk of process 

control error 

The human 

factor 

P71 - accidental error 

P72 - ignorance 

P73 - failure to follow instructions 

R7 - risk of uninten-

tional action 

External fac-

tors 

P101 - fire R10 - risk of catastro-

phe 

P131 - problems with power supply R13 - risk of poor quali-

ty services 

 

Taking into account the influence of risks on the parameters of ICN, a sys-

tem model is formed (Fig. 6.13). 

According to the system model, a cause-and-effect diagram of the interac-

tion "causes-risks-consequences" is constructed (Fig. 6.14). 
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Reasons
 (categories of factors) Partial risks

Effects

(ITS parameters)

Technical factors

lack of capacity

lack of productivity

improper configuration management

improper change management

incorrect security settings

dangerous programming practices

improper testing

design problemsproblems of 

integrationcomplexity of the system

Process factors

improper TP 

incorrect information flows 

improper escalation of problems

inefficient transfer of tasks

lack of monitoring 

lack of periodic analysis 

improper ownership of the process

Human factor

random error

ignorance

non-compliance with 

instructions

External factors

fire

power supply problems

risk of equipment 

failure

risk of software 

failure

risk of error in 

network design

risk of error in 

network processes

risk of process 

control errors

risk of

 unintentional actions

risk of catastrophe

risk of poor quality 

services

Reliability

Vitality

Productivity

Security

Network loss

 (partial)

 - virus infection,

 - network blocking

Network loss

 (full)

- speed reduction,

- information 

transmission delay,

- network blocking

- breach of confidentiality,

- information leakage,

- data theft,

- unauthorized copying,

- distortion

 

 

Fig. 6.13. Systemic risk model of ICN STC 
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P11 

P12 

P21 

P22  

P23 

P24 

P25 

P31 

P32  

P33 

P41 

P42  

P43 

P44 

P51 

P52  

P53 

P71 

P72  

P73 

P101  

P131 

R1

R2

R3

R4

R5

R7

R13

R10

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

 

 

Fig. 6.14. Cause-and-effect chart of ICN STC risks 

 

Impact factors are assessed using a group of experts (Tables 6.7 and 6.8), in 

which the assessments are marked on a 10-point scale.  
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Table 6.7 – Matrix of coefficients of influence of factors on partial risks of ICN 

Reasons 

Partial risks 

Equipment 

failure 

Software 

failure 

Network 

design 

error 

Error in 

network 

process 

Process 

control 

error 

Unintentional 

actions 
Catastrophe 

Poor 

quality 

services 

P11  9 5 0 0 0 0 0 0 

P12  10 4 2 0 0 0 0 0 

P21  0 5 3 2 0 0 0 0 

P22   0 4 0 1 0 0 0 0 

P23  0 10 0 8 0 0 0 0 

P24  0 2 0 1 0 0 0 0 

P25  0 3 0 1 0 0 0 0 

P31  0 0 5 2 0 0 0 0 

P32   0 0 4 0 0 0 0 0 

P33  0 0 3 0 2 0 0 0 

P41  0 0 0 4 0 0 0 0 

P42   0 6 0 8 0 0 0 0 

P43  0 0 0 4 0 0 0 0 

P44  0 0 0 8 0 0 0 0 

P51  0 0 0 0 6 0 0 0 

P52   0 0 0 0 6 0 0 0 

P53  0 0 0 0 5 0 0 0 

P71  1 2 1 2 3 6 0 0 

P72   0 0 0 0 1 2 0 0 

P73  0 2 0 0 2 3 0 0 

P101   5 0 0 0 0 0 7 0 

P131  4 3 0 2 0 0 0 6 
     

Table 6.8 – Matrix of coefficients of influence of risks on possible  

consequences 

Partial risks 

Network indicators (consequences of risks) 

Reliability Vit. Productivity Security 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

Equipment failure 0 10 9 7 7 7 0 0 0 0 

Software failure 10 7 1 4 6 5 0 0 0 0 

Design error 0 5 0 8 8 4 0 0 0 0 

Process error 0 4 1 8 8 3 0 0 0 0 

Control error 2 5 0 0 0 0 0 0 0 2 

Unintentional actions 6 2 0 3 3 1 4 2 2 8 

Catastrophe 0 5 3 0 0 0 0 0 0 0 

Poor quality services 0 3 1 0 0 0 1 0 0 2 
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Using formula (3.1), the total influence of factors on the final vertices of the 

diagram was calculated – the possible consequences (Table 6.9). The table on the 

right shows the total significance of the causes, their normalized values.  

 

Table 6.9 – Calculation of the significance of factors and the probability of 

consequences 

Fac-

tors 

Basic network parameters 

Total 

signifi-

cance 

Nor-

mal-

ized 

signifi-

cance 

(a’) 

Reliability 
Via-

bility 
Performance Security 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

P11  50 125 86 83 93 88 0 0 0 0 525 0,109 

P12  40 138 94 102 110 98 0 0 0 0 582 0,121 

P21  50 58 7 60 70 43 0 0 0 0 288 0,060 

P22   40 32 5 24 32 23 0 0 0 0 156 0,032 

P23  100 102 18 104 124 74 0 0 0 0 522 0,108 

P24  20 18 3 16 20 13 0 0 0 0 90 0,019 

P25  30 25 4 20 26 18 0 0 0 0 123 0,025 

P31  0 33 2 56 56 26 0 0 0 0 173 0,036 

P32   0 20 0 32 32 16 0 0 0 0 100 0,021 

P33  4 25 0 24 24 12 0 0 0 4 93 0,019 

P41  0 16 4 32 32 12 0 0 0 0 96 0,020 

P42   60 74 14 88 100 54 0 0 0 0 390 0,081 

P43  0 16 4 32 32 12 0 0 0 0 96 0,020 

P44  0 32 8 64 64 24 0 0 0 0 192 0,040 

P51  12 30 0 0 0 0 0 0 0 12 54 0,011 

P52   12 30 0 0 0 0 0 0 0 12 54 0,011 

P53  10 25 0 0 0 0 0 0 0 10 45 0,009 

P71  62 64 13 57 61 33 24 12 12 54 392 0,081 

P72   14 9 0 6 6 2 8 4 4 18 71 0,015 

P73  42 30 2 17 21 13 12 6 6 28 177 0,037 

P101   0 85 66 35 35 35 0 0 0 0 256 0,053 

P131  30 87 47 56 62 49 6 0 0 12 349 0,072 

Total 

impact 
576 1074 377 908 1000 645 50 22 22 150 4824 

1 

Norm.

Coef. 

(p’) 

0,119 0,222 0,078 0,188 0,207 0,134 0,104 0,005 0,005 0,031 1  

0,341 0,078 0,529 0,145 1 
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In the lower terms of the table – the total impact for each of the consequenc-

es and their normalized values, this can be considered as the probability of occur-

rence of each of the consequences. 

In addition, the level of risk for the main parameters of network operation 

was assessed. 

Statistical characteristics for the significance of the impact of factors were 

obtained: lower and upper quartile, average value (Table 6.10).  

 

Table 6.10 – Statistical characteristics of the significance of the impact of 

factors 

Coefficient 

of significance 
Average 

Lower  

quartile 

Upper 

quartile 

Standard 

deviation 

a’ 0,045455 0,019279 0,072347 0,035062 

 

Based on these characteristics, the factors can be classified into groups: the 

most important (a’> 0.072), quite significant (0.045 <a’ <0.072), medium (0.045 

<a’<0.072), insignificant (0.019 <a’ <0.045). 

In other words, the most important risk factors (causes) are: 

- lack of capacity; 

- lack of performance; 

- incorrect security settings; 

- incorrect information flows; 

- random error. 

In addition, it can be concluded that the most vulnerable element of ICN is 

"productivity" (p'=0.53). The next vulnerability parameter is "reliability" (p ' 

=0.34). 

Based on the results of the risk analysis (comparison of significant impact 

factors), the following security measures were proposed: 
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1. To reduce the risk of hardware failure [143]:  

- - various options for reserving elements in STC cabinets (information in-

put/output modules; input/output buses; central controllers; data exchange net-

works; power supplies must be supported;  

- should provide duplication of the computer network; 

- it is necessary to provide redundancy, interrogation and issuance of dis-

crete and analog information, initial testing when the power is turned on, diagnos-

ing hardware with shock-free switching of the main/backup channel; 

- when collecting analog signals, the measurement of parameters, the fail-

ure of which may lead to erroneous operation of technological protections or dis-

connection of the main controllers, must be performed by redundant measuring 

transducers; 

- redundant measuring transducers must be disconnected from each other 

by pulse lines, communication cables and power supply. 

2. To reduce the risk of software: 

- providing protection against unauthorized access to the logical part of the 

programs in order to change them; 

- correction of the database, settings and functional software STC should be 

performed only from the engineering station after entering the password; 

- several levels of access to software, databases and registration archives 

should be implemented, level of system administrator, level of operational and ser-

vice personnel, distribution of access should be determined by job descriptions of 

personnel; 

- software diagnostics and self-monitoring; 

- providing protection against computer viruses. 

3. To reduce the risk of network processes: 

- for the PC the reserve of 50% on memory and time of the performed tasks 

should be provided, at standard loading by processes for such working conditions: 

- for networks a reserve of 50% on capacity from peak loading should be 

provided; 
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- when allocating tasks between STC cabinets, a reserve of at least 10% on 

input signals and output commands and 25% reserve of memory and calculation 

time for realization of possible changes of technological algorithms of direction, 

control and presentation of information must be provided; 

- it is necessary to provide such reliability indicators for the control and in-

formation functions of the STC UL and GC: 

1) to describe the failure-free N-functions, the average system time to failure 

is Tav; 

2) to describe the reliability of D-functions, the probability of successful op-

eration when a request is received – L; 

3) parameter for the "false positive" type of failure flow" – W; 

4) to describe the reliability of the STC in relation to emergencies, the aver-

age operating time of the system before the occurrence of an emergency situation 

that requires shutdown of equipment, under normal conditions of operation of the 

system − Тem. 

4. To reduce the risk in the design of the network it is necessary to distribute 

the functions and tasks between the cabinets of STC and workstations in the design 

process: by technological affiliation of equipment with control organization, by 

mode and functional-group characteristics, and in accordance with reliability re-

quirements. 

5. To reduce the risk of process control errors: 

- emergency control of the CTB is implemented on the central control pan-

els of the generating units of the GPA and the central general control panel of the 

GPA; 

- in case of failures of individual elements of STC degradation should occur 

with the preservation of all functions that are not affected by the efficiency of the 

elements that failed; 
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- the STC diagnostic system must ensure the detection of failed elements 

with an accuracy of one or more variable constructs; 

- recovery should be carried out by replacing the failed module from the 

spare tool and accessories (spare parts) without its additional adjustment. 

6. To reduce the risk of unintentional actions - providing protection against 

failures, distortions, erroneous and unauthorized actions of staff: 

- in order to prevent erroneous actions of the personnel servicing STC, the 

following organizational measures should be provided: standard repair programs 

have been developed; keep logs of changes in algorithmic, informational and soft-

ware; eriodic training and testing of staff knowledge; 

- the software must control the authenticity and protection against distortion 

of input information entered by staff; 

- the software must exclude failures related to incorrect input information 

when performing calculations; 

- information about the unreliable state of input parameters should be 

formed; 

- protection against entering erroneous data must be provided (with the dis-

play of messages on the screen and setting the value of the information "by de-

fault");  

- protection must be provided against actions that are currently unaccepta-

ble (by setting the state of "inactivity" to buttons, input fields and other controls of 

the window system). All erroneous actions of the staff must be accompanied by the 

display of messages on the screen and in the operator's log. 

7. To reduce the risk of a catastrophe:  

- the following technical and organizational measures should be provided to 

save information from destruction in case of accidents and power failures of the 

system: 

1) external memory devices that ensure the preservation of software and its 

recovery in accordance with the regulations; 
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2)  independent software storage devices located in control cabinets; 

3)  the presence of power supplies such as UPS workstation and engineering 

station, which provide power to the PC when disconnecting external power sources 

for at least 15 minutes; 

4)  regulations for copying and storing software and databases on external 

media; 

- connections of STC cabinets with sources of analog and discrete infor-

mation must be performed by a certified cable with copper cores and insulation 

that does not sprained combustion; 

- separate laying of low-voltage and high-voltage cables must be provided; 

- low-voltage cables of PTC connections must have a common screen, 

high-voltage cables must not have shielding; 

- cable shields must be galvanically isolated from the general ground circuit 

along the entire length of the cable; 

- it is not allowed to connect two or more sections of cables by means of 

connectors, soldering, twisting, etc.; 

- flexible cables with non-combustible insulation must be used. 

8. To reduce the risk of poor quality services after disconnection and restora-

tion of power supply, the STC must automatically resume the performance of the 

intended functions in full no later than after 2 min. for LL controllers and 5 min. 

for IL and UL workstations and servers after power recovery. 
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CONCLUSIONS 

 

The monograph considers the problems of information support of critical in-

frastructure systems. When studying the requirements and quality parameters of 

ICN CIS, it was determined that the existing information technologies and methods 

of traffic distribution management, in the conditions of growing volumes of circu-

lating information, as well as dynamic change of data structure in CIS are not able 

to meet the requirements of information exchange. 

The range of problems caused by the specifics of ICN and CIS application 

software is identified. They determined the promising direction of development 

and implementation of information technology for the efficient operation of info-

communication networks, which would ensure the transfer of information between 

subsystems and functional modules of the system with the required quality.  

Analysis of the current state of telecommunications technologies and basic 

protocol solutions showed the rapid dynamics of ICN in the direction of creating 

high-speed multiservice networks, which is associated with the need to find new 

approaches to determining the physical and functional architecture. Despite the ad-

vanced development of physical and channel layer technologies, it is possible to 

fully realize the potential of ICN CIS only through effective management of avail-

able network resources in the face of growing requirements for the efficiency of 

information exchange.  

The principles of network traffic distribution management in ICN CIS are 

formulated and practical requirements to data transmission efficiency are deter-

mined.  

Possibilities of network decomposition possibility by allocation of separate 

subnets corresponding to application of VLAN and VPN technologies are defined, 

properties of data streams at decomposition are investigated, tasks of adjustment 

and operative management at network decomposition are formulated, and ad-

vantages of application of the decomposition principle at network creation and 

management are shown. Additive functionalities of quality of management of all 
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networks are used for coordination of the purposes of management, including the 

weighted functions of quality of management of separate subnets. As a result there 

is a possibility to reduce the general task of management of distribution of traffic 

and individual subnets. 

The set of network parameters, network state space and traffic distribution 

control parameters are defined. It is shown that for real networks with constant 

basic parameters the state space is connected, ie it is possible to transfer a network 

from one state to another in one control step. The obtained results make it possible 

to determine the composition of network parameters, highlight control parameters 

and relate them to the capabilities and parameters of the network equipment used 

in creating the network. 

The purposes and tasks of management of distribution of traffic taking into 

account specificity of work of applications and requirements to characteristics of 

their work are considered. Subsets of basic and variable control parameters are al-

located, which allowed to divide the network management process into two stages: 

network setup and operational management, which differ in the composition of the 

tasks and the frequency of application. These results allow us to identify and for-

mulate the tasks to be solved at different stages of network creation and operation, 

to determine the specific composition of control parameters for each task. 

Some partial tasks of adjustment and operative management which meet in 

practice are investigated: tasks of management of distribution of a bandwidth of a 

communication channel, tasks of distribution of resources of the multiserver node 

of information processing. The method of adaptive control of information flow dis-

tribution provides for stratified two-tier management, which is based on the for-

mation of a multidimensional space of network states and management parameters 

taking into account user activity, which reduces processing time of system transac-

tions and total maintenance costs. Reduction of transaction processing time is car-

ried out by 10-15% due to the decomposition of the network structure in the opera-

tional management of traffic distribution. 
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The multi-server node resource allocation method treats server systems as a 

set of single-line queuing systems and uses bandwidth allocation information that 

minimizes flow maintenance costs. 

The substantiation of requirements to the complex criterion of quality of 

management of network traffic is carried out and its generalized formalized kind is 

resulted.   

The task of risk management of the infocommunication network to ensure 

the security of the CIS is considered. The main sources of threats to the function-

ing of the CIS have been identified. It is proposed to carry out the risk management 

process at three levels in order to effectively inter-level management and intra-

level interaction of all components of the system.  

The classification of partial risks of ICN on the reasons and factors of their 

occurrence is carried out. The negative consequences influencing the main charac-

teristics of ICN functioning are determined. As a result, a structural system model 

of ICN risks is formed, which reflects the relationships between the elements of the 

main aspects of risk. 

A method based on the theory of causal analysis is used to quantify the im-

pact of risk on the functioning of the ICN. The risk model is based on the construc-

tion and analysis of probabilistic or fuzzy cognitive maps. 

Based on the structure of the causal diagram of factors, manifestations and 

consequences of risks, a quantitative assessment of the possibility of the conse-

quences of risks is obtained. An assessment of the possible damage to the opera-

tion of the network was also made, which is determined by the specific conse-

quence caused by partial risks. Thus, the application of the ICN risk assessment 

method increases the accuracy of quantifying the possible damage to the operation 

of the network by taking better account of its causes.  

The obtained results can be used to determine possible failures in the func-

tioning of the ICN based on information about the degree of influence of risk fac-

tors, risk events and consequences, as well as the causal relationships between 
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them. It becomes possible to identify potential losses, as well as to take measures 

to manage the risks of ICN operation. 

To assess the probabilities of partial risks due to difficulties in traffic trans-

mission, methods of modeling random processes are used. A combinatorial ap-

proach to modeling random processes with one-dimensional distribution density 

and correlation function is used. The application of the method of modeling ran-

dom processes allows to calculate the characteristics of a random process taking 

into account its form and to assess the probability of risk when transmitting traffic 

to ICN.  

Risk management methods for improving the security of critical infrastruc-

ture systems are considered. A comprehensive indicator has been formed to deter-

mine the risk category of the information system. The variants of the complete fac-

tor space of the set of values of the specified features and the corresponding cate-

gories of the system are considered. The process of adapting the specification of 

risk counteraction measures, which is part of the ICN risk management process, is 

described.   

Strategies and mechanisms for improving ICN security are considered. The 

monitoring of the state of the system, mechanisms and means of counteraction will 

allow to recognize and promptly respond to the information risks of ICN. 

To reduce the risk of equipment failure at ICN nodes, diagnostic algorithms 

are used to determine the technical condition of objects. The analysis of diagnostic 

models showed that the most effective model is in the form of a fault matrix, which 

is formalized using an algebraic approach. The use of algorithmic position diagram 

allows you to evaluate the effectiveness of diagnostic algorithms. The risk reduc-

tion coefficient is used to assess the effectiveness of diagnosing equipment in order 

to reduce the risk of failure at network nodes. 

To reduce the risk of errors in ICN communication channels, an adaptive 

procedure for calculating linear decision functions is used, which helps to increase 

the noise immunity of reception in data networks.  



 

162 

The monograph describes the structure of information technology risk-

adaptive data flow management of the infocommunication network, which reflects 

the sequential operation of the three blocks. The application of this technology is 

effective in the stages of requirements specification and design of network archi-

tecture. 

Practical approbation of information technology was carried out for the 

"Complex for solid waste processing with a system of landfill gas collection, utili-

zation and production". As a part of the task of building a network structure and 

determining its parameters, sets of elements of the information structure were 

formed, matrices of their relationships were constructed, and the intensities of data 

flows were determined. As a result, requirements for the technical structure of the 

network were formed.  

The directions and volumes of information flows within the basic ICN were 

also studied. Using the developed information technology and data on the direc-

tions and volumes of information circulating in the network, the modeling of STC 

software operation was carried out. The performed simulation allowed to suggest 

alternative variants of the ICN topology. The simulation results showed that the se-

lected topology allows to bring the loading of the core network nodes to uniform 

and thus reduce the time spent by the task in the network. 

A computational experiment was done to study the operation of software in 

a heterogeneous multiservice network.  

The system model of risks, the cause-and-effect diagram are constructed, 

matrices of coefficients of influence are defined. As a result, the levels of signifi-

cance of factors and the probability of possible consequences are calculated. The 

most vulnerable characteristics of the network (performance and reliability) were 

identified. As a result, measures to fend off eight partial risks were formulated.  

Experimental application of information technology of adaptive control of 

ICN parameters has shown that its use increases the efficiency of information 

transmission in infocommunication networks of ACS TP. In particular, when in-
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creasing the relative volumes of information transmitted by the subsystem of the 

ACS TP, the total relative time for the implementation of decisions made on the 

basis of the results of the application of adaptive technology is reduced to 15%. It 

is shown that the use of the proposed information technology can reduce the in-

formation risk of the network by 30%. 

The obtained results can be considered as a basis for solving problems of 

synthesis of ICN software and hardware environment, which uses models, methods 

and technologies for managing data flow parameters related to optimization of 

network performance, which may include certain information technologies and 

scientific principles of measurement, modeling,  description and management of 

ICN parameters to obtain the necessary network performance, as well as directly to 

implement adaptive traffic management.  
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